FINITE MIXTURES OF DISTRIBUTIOIS; THE PROBLEM OF ESTIMATING THE MIXING PROPORTIONS

## Mir-Mehdi Razzaghi-Kashani

A thesis submitted for the degree of
Doctor of Philosophy
in the
University of London


Department of Statistics and Computer Science Royal Holloway College

London, February 1977

ProQuest Number: 10097439

All rights reserved

## INFORMATION TO ALL USERS

The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript and there are missing pages, these will be noted. Also, if material had to be removed, a note will indicate the deletion.


ProQuest 10097439
Published by ProQuest LLC(2016). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code. Microform Edition © ProQuest LLC.

ProQuest LLC
789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, MI 48106-1346

To Mehran
and my Parents

## ABSTRACT

Constructing estimators for the parameters of a mixture of distributions has attracted many statisticians. Given that the distribution function $G_{\theta}($.$) of a random variable X$ is a mixture of $\mathrm{k}(\mathrm{I}<\mathrm{k}<\infty)$ known distribution functions $\mathrm{F}_{\mathrm{I}}(),. \ldots, F_{k}($.$) with mixing$ proportions $\theta_{1}, \ldots, \theta_{k}$ respectively where $0 \leq \theta_{j} \leq 1$ for $j=1, \ldots, k$ and $\sum_{j=1}^{\sum} \theta_{j}=1$, and given that ${\underset{\theta}{\theta}}^{(.)}$determines $\theta_{1}, \ldots, \theta_{k}$ uniquely, estimation of the mixing proportions is considered. Difeerent estimation techniques are studied in depth and the properties of the resulting estimators are discussed.

The necessary background to mixtures of distributions is first given and an extension of the method of moments for estimating $\theta_{1}, \ldots, \theta_{k}$ is then proposed. The generalized (weighted) least squares method, when the observations a are grouped into ( $\mathrm{m}+\mathrm{l}$ ) intervals, is considered and it is shown that the estimators possess certain desired asymptotic properties. The case when $\mathrm{m} \rightarrow \infty$ is also investigated. Since the set of equations leading to the generalized least squares estimators are not in general solvable, an iteration process is proposed and is shown to produce satisfactory results after even one cycle. Finally, when $k=2, \theta_{1}=\theta$ and $\theta_{2}=1-\theta$, the problem of maximum likelihood estimation of $\theta$ is considered and the Fisher's scoring method is suggested to solve the likelihood equation. Properties of the first and second cycle solutions are derived.
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## CHAPTER 1 <br> INTRODUCTION

### 1.1 General

In recent years, mixtures of distributions have received an increasing amount of attention in statistical literature, partly because of interest in their mathematical aspects and partly because of a considerable number of applied problems in which mixtures of distributions are encountered. In this thesis we consider a mixture of $k(l<k<\infty)$ distinct distribution functions $F_{1}(),. \ldots, F_{k}($.$) defined as$

$$
\underset{\sim}{G_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(x)
$$

for every x belonging to some measurable subset of the real line with the condition that $0 \leq \theta_{j} \leq 1$ for $j=1, \ldots, k$ and $\sum_{j=1}^{k} \theta_{j}=1$. We assume that the distribution functions $F_{1}(),. \ldots, F_{k}($.$) involve$ no unknown parameters and further that $G_{\theta}(x)$ determines uniquely $\theta_{1}, \ldots, \theta_{k}$ and $F_{1}(),. \ldots, F_{k}($.$) , i.e. G_{\theta}(x)$ is "identifiable". We pose the problem of estimating the unknown parameters $\theta_{1}, \ldots, \theta_{k}$.

In this chapter, however, we give the preliminaries and the background to mixtures of distributions. In Section 1.2, we state our definitions and notations along with some of the elementary properties of mixtures of distributions. In 1.3 we give a formal statement of our problem together with a brief summary of the subsequent chapters of the thesis. In Sections 1.4, 1.5 and 1.6, we outline some of the problems arising in mixtures of distributions together with a summary of the work of previous authors. In 1.7 we look at some applications.

### 1.2 Definitions and Terntinclogies

Let $\because \sim \sim=\{F(x ; \alpha) ; x \in X, \alpha \in \mathcal{A}\}$ be a family of cre-cimensional cumulative distribution functions $F(x ; \alpha)$ in the variable $x \in \mathcal{X}$ where $\mathfrak{X}$ is a measurable subset of the real line to which every member of $\mp$ assigns probability one. Each member of $F$ is indexed by a finite dimensional parameter $\alpha=\left(\alpha^{(1)}, \ldots, \alpha^{(s)}\right)$ ' belonging to some measurable subset $A$ of $B^{5}$, the $\sigma$-field of the Borel sets in $R^{s}$. Suppose that for each $\alpha \in \mathcal{A}$, the set of points to which $F(. ; \alpha)$ assigns positive probability is independent of $\alpha^{(l)}, \ldots, \alpha^{(s)}$ and that $F(x ; \alpha)$ is measurable on the product space $\mathfrak{X} \times \mathbb{A}$, a measurable subset of the ( $s+1$ )-dimensional Euclidean space $R^{s+1}$. For this, it suffices to stipulate that $F(x ; \alpha)$ be measurable in $\alpha$ for all $x \in \mathfrak{X}$ (Teicher [55]).

Denote by $Q$ the class of non-degenerate s-dimensional cumulative distribution functions $Q(\alpha)$ whose induced Lebesgue-Stieltjes measure $\mu_{Q}$ assigns measure one to $\mathcal{A}$. Then

$$
\begin{equation*}
G(x)=G_{Q}(x)=\int_{\alpha \in \mathcal{A}} F(x ; \alpha) d Q(\alpha) \quad x \in \mathfrak{X} \tag{1.2.1}
\end{equation*}
$$

is a one-dimensional cumulative distribution function (Robbins [47]) called a "Q-mixture" or more briefly a "mixture" of $\mathcal{F}$. The family $\not \approx$ is called the "kernel" of the mixture while Q(.) is referred to as the "mixing distribution". Following Teicher [54], the family $\xi=\xi(\mathcal{F})$ of mixtures $G($.$) of \nexists$ resulting as $Q($.$) ranges over Q$ is called the class of mixtures of $\mathcal{F}$.

Now, in particular, if each $Q \in Q$ is a step function with steps at $\alpha_{1}, \alpha_{2}, \ldots$ say, or equivalently if for each $Q \in Q, \mu_{Q}$ is discrete assigning positive measure only to $\alpha_{1}, \alpha_{2}, \ldots$ (a countable number of points in $R^{s}$ ), then (1.2.1) reduces to

$$
\begin{equation*}
\underset{\sim}{G_{\theta}}(x)=\sum_{j=1}^{\infty} \theta_{j} F\left(x ; \alpha_{j}\right) \quad x \in \underset{\sim}{\sim} \tag{1.2.2}
\end{equation*}
$$

where $\theta_{j}$ is the mass assigned by $Q($.$) to \alpha_{j}$ for $j=1,2, \ldots$ calle $\bar{u}$ the "mixing proportions" and $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}, \ldots\right)$. It is clear that $0 \leq \theta_{j} \leq 1$ for $j=1,2, \ldots$ and $\sum_{j=1}^{\infty} \theta_{j}=1$. Distributions of the type (1.2.2) are called "countable" mixtures of distributions. Moreover if for each $Q \in Q$, the set $\left\{\alpha_{1}, \alpha_{2}, \ldots\right\} \subset R^{s}$ contains only a finite number of elements $\alpha_{1}, \ldots, \alpha_{k}$ then the resulting mixture of distributions is

$$
\begin{equation*}
{\underset{\sim}{\theta}}^{G_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} F\left(x ; \alpha_{j}\right) \quad x \in \mathfrak{X} \tag{1.2.3}
\end{equation*}
$$

where $0 \leq \theta_{j} \leq 1$ for $j=1, \ldots, k, \sum_{j=1}^{k} \theta_{j}=1$ and $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime}=$ $\sum_{j=1}^{\sum} \theta_{j} \underset{\sim}{e}$ with $\underset{\sim}{e}, l \leq j \leq k$ being the $k$-dimensional vector with $I$ at the $j$ th position and zero: elsewhere.

Distributions of the type (1.2.3) are called "finite" mixtures of distributions. The individual distribution functions $F\left(. ; \alpha_{j}\right)$; $\mathbf{j}=1, \ldots, k$ being mixed to produce a particular $G_{\theta}($.$) will be called$ the "components" of $G_{\theta}($.$) . Finally, if in (1.2.3), the values of$ $\alpha_{1}, \ldots, \alpha_{k}$ are known, $\tilde{(1.2 .3)}$ takes the form

$$
\begin{equation*}
\underset{\sim}{G_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(x) \quad x \in \mathfrak{X} \tag{1.2.4}
\end{equation*}
$$

where $F_{j}()=.F\left(. ; \alpha_{j}\right)$ for $j=1, \ldots, k$.
The following two special cases are noted:
(i) Let $s=1, F(x ; \alpha)=F(x-\alpha)$ in (1.2.1), then

$$
G_{Q}(x)=\int_{\alpha \in \mathcal{A}} F(x-\alpha) d Q(\alpha) \quad x \in æ
$$

and it is well-known that in this case $G_{Q}($.$) is called the convolution$
of $F($.$) and Q($.$) written as G_{Q}(x)=F * Q(x)$ for $x \in \mathcal{X}$. IU and $Y$ are two independent random variables with respective distribution functions $F($.$) and Q($.$) in R$, then (Robins [47]) the distribution $G_{Q}($.$) of Z=X+Y$ is

$$
G_{Q}(x)=\operatorname{Prob}[X+Y \leq x]=F * Q(x) \quad x \in \mathfrak{X} \cdot \text { (1.2.5) }
$$

However (1.2.5) is only necessary and not sufficient condition for independence of $X$ and $Y$.

Further, if we denote by $\phi_{1}(t), \phi_{2}(t)$ and $\phi(t)$ the characteristic functions corresponding to the distribution functions $F(x), Q(x)$ and $G_{Q}(x)$ respectively then $G_{Q}(x)=F * Q(x)$ if and only if

$$
\phi(t)=\phi_{1}(t) \cdot \phi_{2}(t)
$$

(ii) If in (1.2.1), $F(x ; \alpha)$ is defined for non-negative integers $\alpha=0,1,2, \ldots$ and it is the $\alpha$-fold convolution of a given distribution function $F(x)$ with itself, i.e. $F(x ; \alpha)=F^{* \alpha}(x)$ and $Q(\alpha)$ is the univariate Poisson distribution with mean $\lambda$, then the resulting mixture of distributions

$$
\sum_{\alpha=0}^{\infty} \frac{e^{-\lambda} \lambda^{\alpha}}{\alpha!} F^{* \alpha}(x) \quad x \in \mathfrak{X}
$$

is called a generalized Poisson distribution.

### 1.3 Statement of the Problem and Outline of the Thesis

In this thesis we shall be concerned with finite mixtures of distributions of the type (1.2.4), i.e. a mixture of the onedimensional distribution functions $F_{1}(),. \ldots, F_{k}($.$) . It will be$ assumed that these distribution functions are all continuous to the right so that

$$
F_{j}(x)=F_{j}(x+0) \quad x \in \mathscr{X}
$$

for $j=1, \ldots, k$ and therefore $G_{\theta}(x)$ given by (1.2.4) is also continuous to the right. Further, we will assume thet the component distribution functions $F_{1}(),. \ldots, F_{k}($.$) of C_{\hat{0}}($.$) are$ completely known and involve no unknown parameters, but no knowledge about the mixing proportions $\theta_{1}, \ldots, \theta_{k}$ is available except that they are $k$ non-negative parameters adding up to unity. The number of components $k$ giving rise to the finite mixiure of distributions will always be assumed to be known.

The problem that we deal with in this thesis is the problem of estimating the mixing proportions $\theta_{1}, \ldots, \theta_{k}$ on the basis of $n$ observations from a finite mixture of distributions. However, before the problem of estimation can meaningfully be considered, the identifiability that is the question of unique characterization of the mixture of distribution has to be established. Identiriability of mixtures of distributions will be dealt with in Section 1.4 and necessary and sufficient conditions will be given for the identifiability of finite mixtures of distributions due to Teicher [56] and Yakowitz and Spragins [60]. We assume throughout this thesis that the mixture of distributions, whose mixing proportions are to be estimated, is known a priori to be identifiable. We state the problem formally as follows: "Given a set of n independently and identically distributed random variables $X_{1}, \ldots, X_{n}$ with a common distribution function $G_{\theta}($.$) given by (1.2.4), and with observed values$ $x_{1}, \ldots, x_{n}$ and given that $G_{\theta}($.$) is identifiable, it is$ required to estimate the vector of the unknown mixing proportions $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right) \cdot "$ Our estimate of $\theta$ will be based on the empirical distribution function $G_{n}($.$) defined as$

$$
\begin{equation*}
G_{n}(x)=\frac{1}{n}\left[\text { no. of } x_{1}, \ldots, x_{n} \leq x\right] \quad x \in \underset{\sim}{x}, \tag{1.3.1}
\end{equation*}
$$

i.e. $G_{n}(x)$ is the proportion of the observations which do not exceed $x$. We denote by $\Gamma_{n}(x)$ a random function whose realization is $G_{n}(x)$ for all $x \in \mathfrak{X}$, so that

$$
\begin{equation*}
\Gamma_{n}(x)=\frac{1}{n}\left[\text { no. of } X_{1}, \ldots, X_{n} \leq x\right] \quad x \in \mathfrak{X} . \tag{1.3.2}
\end{equation*}
$$

The functions $G_{n}($.$) and \Gamma_{n}($.$) can also be represented in the$ following forms: Let $\eta(x)$ be the well-known Heaviside function defined as

$$
n(x)= \begin{cases}1 & x \geq 0 \\ 0 & x<0\end{cases}
$$

then

$$
\begin{equation*}
G_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} n\left(x-\dot{\vec{x}}_{j}\right) \quad x \in \mathfrak{X} \tag{1.3.3}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\Gamma_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} n\left(x-x_{j}\right) \quad x \in \mathfrak{X} \tag{1.3.4}
\end{equation*}
$$

The statistical properties of $\Gamma_{n}(x)$ are well-known (Darling [16]) and we state here (without proof) some of its more important properties.
(i) The expected value of $\Gamma_{n}(x)$ is $G_{\theta}(x)$ for every $x \in \mathscr{X}$ and the covariance of $\Gamma_{n}(x)$ and $\Gamma_{n}(y)$ is $\frac{\sim}{n} \underset{n}{ } \subset\left(G_{\sim}(x), G_{\theta}(y)\right)$ for every $x, y \in X$, where

$$
\begin{gather*}
c(s, t)=\min (s, t)-s t= \begin{cases}s(1-t) & s \leq t \\
t(1-s) & s \geq t\end{cases}  \tag{1.3.5}\\
\qquad \text { for } 0 \leq s, t \leq 1
\end{gather*}
$$

(ii) By the strong law of the large numbers

$$
\Gamma_{n}(x) \rightarrow \underset{\sim}{G_{\theta}}(x)
$$

with probability 1 as $n \rightarrow \infty$ for each $x \in \mathscr{X}$
(iii) By the law of iterated logarithm,

$$
\lim _{n \rightarrow \infty} \sup \sqrt{n} \frac{\left|\Gamma_{n}(x)-G_{\theta}(x)\right|}{\sqrt{2 \log \log n}}=\sqrt{{\underset{\sim}{\theta}}^{\theta}(x)\left(1-{\underset{\sim}{\theta}}^{G_{\theta}}(x)\right)}
$$

with probability 1 for each $\mathrm{x} \in \mathfrak{X}$.
(iv) By the multidimensional central limit theorem, for any set of values $\left\{t_{i}\right\}_{i=1}^{m}$ such that $t_{i} \in \mathfrak{X}$ for $i=1, \ldots, m$, the random variables

$$
\sqrt{n}\left(\Gamma_{n}\left(t_{i}\right)-G_{\theta}\left(t_{i}\right)\right) \quad i=1, \ldots, m
$$

have a joint asymptotic m-dimensional normal distribution with mean vector $0_{\sim m \times I}=(0,0, \ldots, 0)$ ' and an $m \times m$ covariance matrix having $c\left(\underset{\sim}{\theta}\left(t_{i}\right), G_{\underset{\sim}{e}}\left(t_{j}\right)\right.$ ) with $c$ given by (1.3.5) as its ( $i, j$ )th element for $i, j=1, \ldots, m$.
(v) By Glivenko-Cantelli lemma

$$
\sup _{x \in \mathfrak{X}}\left|\Gamma_{n}(x)-G_{\mathscr{\theta}}(x)\right| \rightarrow 0
$$

with probability 1 as $n \rightarrow \infty$.
In Chapters 2 to 5, estimators of $\theta$ will be derived and their properties will be analysed. The results of some numerical studies will also be used to provide further illustrations. In Chapter 2, we consider estimating $\underset{\sim}{\theta}$ by using the method of moments. This method which has attracted many statisticians dealing with mixtures of distributions (c.f. Section 1.5), consists of equating as many sample

 method. Assuming that the distribution of the random variable $X$ is given by (1.2.4), the conventional method of momenis is based upon solving the set of equations resulted from equajing $\frac{1}{n} \sum_{i=1}^{n} x_{i}^{t}$ for $t=1, \ldots, k$ to their corresponding expected values, i.e. the expectation of $X^{t}$ for $t=1, \ldots, k$. Instead of using the function $X^{t}$, we define a real-valued function $h(x, t)$ of $X$ and $t \in \mathbb{R}$ with the property that $h(x, t)$ be a right-continuous function of $t \in R$ for each $x \in \mathfrak{X}$. Also $h(x, t)$ has to satisfy some further mild restrictions (see Lemma 2.2.1). Instead of choosing $t=1, \ldots, k$, as in the method of moments, we choose a finite set of real values $t_{1}, \ldots, t_{m}$ where $m \geq k$. Since $m$ may be greater than $k$, the set of. equations resulted from equating the sample moments of $h\left(X, t_{r}\right)$; $r=l, \ldots, m$ to their corresponding expected values, will have no solution and so we use the method of least squares to find an estimate or ${ }_{\sim}^{\theta}$. The properties of our estimate will be investigated and it will be discussed that using a generalized least squares, that is taking the covariances between $h\left(X, t_{r}\right)$ and $h\left(X, t_{s}\right)$ for $r, s=l, \ldots, m$ into consideration, will improve our estimate. This will, however, cause some difficulties unless the exact form of $h(x, t)$ for $x \in \mathcal{X}$ and $t \in R$ is known.

In Chapter 3 we consider a special form of $h(x, t)$ namely

$$
\begin{aligned}
h(x, t) & =1 & & t \in \mathscr{X}, x \leq t \\
& =0 & & \text { otherwise }
\end{aligned}
$$

and will see that for this special case we are led to fitting the values $G_{n}\left(t_{1}\right), \ldots, G_{n}\left(t_{m}\right)$ to $G_{\theta}\left(t_{1}\right), \ldots, G_{\theta}\left(t_{m}\right)$ respectively by the method of generalized least squares. The underlying equations whose root forms the generalized least squares estimator of $\theta$
give rise to equations rhose solution constitutes だミニジッシーM $\chi^{2}$ estimate of $\theta$ and we can tinus establish the properisies of our estimator．Unfortunately the resulting equations are very difficult to solve in general，and we consider a seecial case namely that the mixture of distributions $G_{\theta}(x)$ given by（1．2．4） consists only of two components and each component is the distribution function of a uniformly distributed random variable．We study the properties of the estimate of the mixing proportion in more detail． We finally let $m$ ，the number of chosen values of t＇s，become very large and consider the case when $m \rightarrow \infty$ and establish the properties of the generalized least squares estimator of $\theta$ in this case．

In view of the fact that the set of equations having the generalized least squares estimator of $\underset{\sim}{\theta}$ as their solution are very difficult to solve，even in simple situations，we propose an iteration procedure in Chapter 4．Starting with a consistent but inefficient estimator of $\underset{\sim}{\theta}$ ，the iteration process after one iteration yields an estimator which is consistent asymptotically normally distributed and asymptotically fully efficient with respect to a given set of values $t_{1}, \ldots, t_{m}$ Analogous to Chapter 3，we consider the situation when $m \rightarrow \infty$ and will see that the iteration process converges to the maximum likelihood estimator of $\theta$ ．

Finally in Chapter 5，we deal with the problem of maximum likelihood estimation of $\underset{\sim}{\theta}$ in the special situation when ${\underset{\theta}{\theta}}^{\sim}(x)$ given by（1．2．4）consists only of two components $F_{1}(x)$ and $\tilde{F}_{2}(x)$ with respective mixing proportions $\theta_{1}=\theta$ and $\theta_{2}=1-\theta$ ．Thus we have

$$
\underset{\sim}{G_{\theta}}(x)=\theta F_{1}(x)+(1-\theta) F_{2}(x) \quad x \in \mathfrak{X}
$$

for $0 \leq \theta \leq 1$ ．It is seen that the identifiability（uniqueness）of
$\mathrm{G}_{\boldsymbol{\theta}}(\mathrm{x})$ is evident in this case for if

$$
\underset{\sim}{G_{\theta}}(x)=\theta^{*} F_{1}(x)+\left(1-\theta^{*}\right) F_{2}(x) \quad x \in \mathcal{X}
$$

for $0 \leq 0^{*} \leq 1$, then $\underset{\sim}{G_{\theta}}(x) \equiv \underset{\sim}{\theta^{*}}(x)$, i.e.

$$
\theta\left(F_{1}(x)-F_{2}(x)\right)+F_{2}(x) \equiv \theta^{*}\left(F_{1}(x)-F_{2}(x)\right)+F_{2}(x)
$$

for all $x \in \mathcal{X}$ if and only if $\theta=\theta^{*}$ unless $F_{1}(.) \equiv F_{2}($.$) . We$ discuss the properties of the equation whose root constitutes the maximum likelihood estimator of $\theta$ (likelihood equation) and show that certain regularity conditions are satisfied for $0<\theta<1$ so that the well-known properties of maximum likelihood estimators are applicable to our estimate in such situations. We also discuss the properties of the Fisher's information function $I(\theta)$ and give sufficient conditions for the existence of a unique root of the likelinood equation in $(0,1)$. It turns out that the root of the likelihood equation cannot, in general, be obtained directly. We propose the use of an iteration process commonly known as Fisher's scoring method (Rao [45]). We discover the properties of the solutions given by the first and second cycles of the iteration process when the process is started with an arbitrary value chosen in ( 0,1 ) (independent of the observations). We see that the properties of the solution provided by two cycles of the iteration process are also applicable to the solutions ootained by the subsequent cycles of the process.

Concluding our investigations in Chapter 6, we suggest a few areas, related to mixtures of distributions, in which further research could be carried out.

## 1．4 Identifiability of Mixtures of Distributions

The question of identifiability of mixtures of ニミミシミミbutiors concerns their unique characterization．Teicher［54］was the Pirsi to use this term and it has since been used by others．

Definition 1．4．1（Teicher［55］）：The mixture $\epsilon_{2}(x)$ of $\mathcal{F}$ given by（1．2．1）is said to be identifiable in $Q$ in the relation－ ship

$$
G_{Q}(x) \equiv G_{Q^{*}}(x)
$$

i．e．

$$
\int_{\alpha \in \mathcal{A}} F(x ; \alpha) d Q(\alpha) \equiv \int_{\alpha \in \infty} F(x ; \alpha) d Q^{*}(\alpha)
$$

holds for all $x \in \mathcal{X}$ if and only if $Q(.) \equiv Q^{*}($.$) for all Q$ and $Q^{*}$ belonging to $Q \cup G$ where $G$ denotes the family of degenerate distribution functions，i．e． $\int$ is the family of distribution functions whose corresponding Lebesgue－Stieltjes measures assign measure one to a single point in $R^{s}$ ．If every $F(x, \alpha) \in \mathcal{H}$ ； $x \in \mathcal{X}, \alpha \in \mathcal{A}$ induces an identifiable mixture of distributions in $Q$ ，then the corresponding class of mixtures of distributions $y$ is called identifiable in $Q$（with respect to $\mathcal{F}$ ）．

Note that the identifiability of countable and finite mixtures of distributions can be defined in a similar way．In particular a countable mixture of distributions given by（1．2．2）is said to be identifiable if the relationship
i．e．

$$
\underset{\sim}{G_{\theta}}(x) \equiv \underset{\sim}{G_{\theta}}(x)
$$

$$
\sum_{i=1}^{\infty} \theta_{i} F\left(x ; \alpha_{i}\right) \equiv \sum_{j=1}^{\infty} \theta_{j}^{*} F\left(x ; \alpha_{j}^{*}\right)
$$

holds for all $x \in X$ if and only if for each positive integer $i$ ， there is another positive integer $j$ such that $\theta_{i}=\theta_{j}^{*}$ and $\alpha_{i}=\alpha_{j}^{*}$
and similarly (1.2.3) is identifiable if the relaticninl

$$
\sum_{i=1}^{k} \theta_{i} F\left(x ; \alpha_{i}\right) \equiv \sum_{j=1}^{k^{*}} \theta_{j}^{*} F\left(x ; \alpha_{j}^{*}\right)
$$

holds for all $x \in \mathcal{X}$ if and only if $k=k^{*}$ and for each $I \leq i \leq k$ there is some $l \leq j \leq k$ such that $\theta_{i}=\theta_{j}^{*}$ and $\alpha_{i}=\alpha_{j}^{*}$.

The lack of identifiability of a mixture of distributions is not uncommon. Consider as an example the family oi binomial distributions with density function

$$
f(x ; \alpha)=\binom{n}{x} \alpha^{x}(1-\alpha)^{n-x} \quad x=0,1, \ldots, n
$$

where $0 \leq \alpha \leq 1$ is unknown and $n$ is a fixed positive integer. Then

$$
g_{Q}(x)=\int_{0}^{1} f(x ; \alpha) d Q(\alpha)
$$

is a linear function of the first $n$ moments of $Q(\alpha)$ given by

$$
\mu_{Q}^{(r)}=\int_{0}^{l} \alpha^{r} d Q(\alpha)
$$

for $r=l, \ldots, n$. Consequently, a necessary and sufficient condition for any other $g_{Q^{*}}(x)$ with mixing distribution $Q^{*}(\alpha)$ be identical to $g_{Q}(x)$ for $x=0,1, \ldots, n$ is that the first $n$ moments of $Q^{*}(\alpha)$ given by

$$
\mu_{Q^{*}}^{(r)}=\int_{0}^{1} \alpha^{r} d Q^{*}(\alpha)
$$

for $r=1, \ldots, n$, be identical to $\mu_{Q}^{(r)}$ for $r=1, \ldots, n$.
The most thorough investigation of the problem of identifiability of a mixture of distributions has been undertaken by Teicher [54, 55, 56]. Some conditions of identifiability are given in [54, 55] as
 specific classes of mixtures of distributions. In [ 5 ] Ze consi̇Ers the problem of identifiability of finite mixtures of aistributions and shows that a necessary and sufficient condition for the class

$$
\begin{equation*}
\varphi=\left\{\sum_{j=1}^{k} \theta_{j} F_{j}(x) ; x \in \mathscr{X}, 0 \leq \theta \theta_{j} \leq 1 \text { for } j=1, \ldots, \frac{x}{x}, \sum_{j=1}^{k} \theta_{j}=1\right\} \tag{1.4.1}
\end{equation*}
$$

of all finite mixtures of the finite family of distribution functions $\mathcal{F}=\left\{F_{1}(x), \ldots, F_{k}(x) ; x \in \mathfrak{X}\right\}$ be identifiable is that there exists $k$ real values $x_{1}, \ldots, x_{k}$ with $x_{j} \in \mathfrak{X}$ for $j=1, \ldots, k$ for which the determinant of the $k \times k$ matrix with $F_{i}\left(x_{j}\right)$ as its ( $i, j$ )th element for $\mathrm{i}, \mathrm{j}=\mathrm{l}, \ldots, \mathrm{k}$, is non-zero. Using this result, the author establishes the identifiability of the class of finite mixtures of normal distributions and finite mixtures of gamma distributions.

Yakowitz and Spragins [60] have shown that a finite mixture of distributions is identifiable if and only if the components are linearly independent cumulative distribution functions, i.e. the class (1.4.1) is identifiable if and only if

$$
\sum_{j=1}^{k} c_{j} F_{j}(x) \equiv 0 \quad \text { for } c_{j} \in R \text { and } x \in \mathcal{X} \Leftrightarrow c_{1}=c_{2}=. .=c_{k}=0 .
$$

In fact they proved a rather more general result than stated, by considering $\notin$ to be a measurable subset of $R^{m}$, i.e. each component of the finite mixture of distributions is the distribution function of an m-dimensional random variable. From their important result, they obtained the identifiability of finite mixtures of distributions with each component being
(i) an m-dimensional normal distribution,
(ii) the product of $m$ negative exponential distributions,
(iii) one dimensional Cauchy distribution,

```
(iv) the negative binomial distribution, (v) either an m-dimensional normal distribution or the product of \(m\) negative exponential distribuiions.
```

Notable contributions have been made by other authors such as Blischke [8] who gives a necessary and sufficient cordition for the identifiability of mixtures of binomial distributions.

### 1.5 Estimation for Mixtures of Distributions

When the identifiability of a family of mixtures of distributions has been established, one can discuss the problem of estimating the unknowns. In the mixture of distributions $G_{Q}($.$) defined by (1.2.1),$ $Q(\alpha) ; \alpha \in A$ (and thus $G_{Q}($.$) ) is not in general known exactly, although$ the form of $F(. ; \alpha) ; \alpha \in \mathcal{A}$ will usually be assumed known. Direct. information on $G_{Q}(x)$ is supplied only by $n$ observations $x_{1}, \ldots, x_{n}$ being the realizations of $X_{1}, \ldots, X_{n}$-respectively of the random variable $X$ whose distribution is $G_{Q}($.$) . The observations are then used to$ construct an empirical distribution function say $G_{n}($.$) being an$ estimate of $G_{Q}($.$) .$

The problem of exact estimation of the mixing distribution $Q($. when $Q$ could be any continuous distribution is of course an impractical task and this problem is closely related to the empirical Bayes Procedures, proposed first by Robbins [48], where the mixing distribution Q(.) corresponds to the a priori distribution. Robbins [48] suggests that if the a priori distribution function is known to the experimenter, he can perform a Bayesian analysis of his experiment, but if such information is not available then the a priori distribution function has to be estimated. This is equivalent to estimating the mixing distribution $Q($.$) in (1.2.1). As an exact estimate of Q$ cannot be obtained, one constructs a sequence of random step functions $Q_{n}()=.Q_{n}\left(X_{1}, \ldots, X_{n} ;.\right)$ and requires $Q_{n}($.$) to converge weaily to Q($.
 continuity point $\alpha \in \mathcal{A}$ of $Q]=1$.

A common method of constructing a sequence of estimstors for $Q($.$) is to determine Q_{n}($.$) such that a suitable measure of distance$ between $G_{Q}($.$) and the empirical distribution function G_{n}($.$) is$ minimized. The motivation of such an approach is round in Deely and Kruse [18] who suggest the use of Kolmogorov-Smimov distance defined as

$$
\begin{equation*}
\left\|G_{Q}-G_{n}\right\|=\sup _{x \in X}\left|G_{Q}(x)-G_{n}(x)\right| . \tag{1.5.1}
\end{equation*}
$$

Apparently, the amount of publication on the general problem of estimating the mixing distribution is very few and in view of the fact that some important families of distributions, while not generating identifiable arbitrary mixtures of distributions (of the type (1.2.1)), generate identifiable finite mixtures of distributions (e.g. the family of normal distributions with mean and variance both considered as parameters), most of the publications on problems of estimation in mixtures of distributions are concerned with finite mixtures of distributions. The estimation problems in this case arise, for example, in the situation in which a finite set of experiments $\left\{E_{1}, \ldots, E_{k}\right\}$ gives rise to a sequence of random variables $\left\{X_{i}\right\}_{i=1}^{n}$ as follows: At each observation time $1 \leq j \leq k$ with probability $\theta_{j}$, at the exclusion of the other experiments, experiment $\mathrm{E}_{\mathrm{j}}$ is selected and an observation $x_{i}$, the realization of $X_{i}$ with distribution function $F_{j}($.$) , is made. This value x_{i}$ is taken to be the observed value of the ith element of the sequence $\left\{X_{i}\right\}^{n}{ }_{i=1}^{n}$. The statistician does not know the parameters $\theta_{1}, \ldots, \theta_{k}$. He may not know the distribution fuctions $F_{1}(),. \ldots, F_{k}($.$) , or even the value of k$. He is told that the component distribution functions are distinct and are all members
of a specified family $\mathcal{F}$ as defined in Section 1.2. Tne zeoblem is then to determine the unknowns solely on the avail三bie information. It is to be emphasized that the statistician knows that the mixture of distributions generated by $F_{1}, \ldots, F_{k}$ with mixing proportions $\theta_{1}, \ldots, \theta_{k}$ respectively is identifiable, but he is never told which of the experiments $E_{1}, \ldots, E_{k}$ was performed at any time. We devote the remainder of this section to an outline of some of the estimation problems in finite mixtures of distributions considered by previous authors. For this reason, the term "mixture of distributions" or simply "mixture" will refer to a finite mixture of distributions.

The estimation problems dealt with in the past, all assume that $k$ is known (often taken equal to 2) and $F_{1}, \ldots, F_{k}$ may or may not depend on some unknown parameters. The method of minimizing some measure of distance between the true distribution $G_{\theta}($.$) given by$ (1.2.3) and the empirical distribution function, has been considered by some authors. Choi and Bulgren [11] use the Wolfowitz's distance given by

$$
\begin{equation*}
W\left(\underset{\sim}{G_{\theta}}, G_{n}\right)=\int\left({\underset{\sim}{\theta}}(x)-G_{n}(x)\right)^{2} d G_{n}(x) \tag{1.5.2}
\end{equation*}
$$

and Bartlett and Macdonald [4] suggest the method of weighted least squares using

$$
\begin{equation*}
\int \frac{\left(d G_{n}(x)-d G_{\theta}(x)\right)^{2}}{d W(x)} \tag{1.5.3}
\end{equation*}
$$

where $W($.$) is a suitable increasing function. Macdonald [34] uses the$ Cramér-Von Mises distance

$$
\begin{equation*}
\int\left(G_{n}(x)-{\underset{\sim}{\theta}}^{G_{\theta}}(x)\right)^{2} d \underset{\sim}{G_{\theta}}(x) \tag{1.5.4}
\end{equation*}
$$

Deely and Kruse［18］use Kolmogorov－Smirnov distance $\tilde{E}-=\check{y}$ （1．5．1）and their solution is based upon solving $a$ デャーシミッミon zero sum game after each observation．Macdonald［35］compares the method of estimation suggested in Macdonald［3！］with that of Choi and Bulgren［1l］with regard to some numerical stuaies based on a mixture of two normal distributions．

The earliest attempt to separate a mixture of distributions into its components was made by Karl Pearson：［4］in 1894． Pearson attempted to estimate the means，the variances and the mixing proportions of a mixture of two normal densities

$$
\begin{equation*}
\underset{\sim}{g_{\theta}}(x)=\frac{1}{\sqrt{2 \pi}}\left\{\frac { \theta _ { 1 } } { \sigma _ { 1 } } \operatorname { e x p } \left[-\frac{1}{2}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}+\frac{\theta_{2}}{\sigma_{2}} \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{2}}{\sigma_{2}}\right)^{2}\right]\right.\right. \tag{1.5.5}
\end{equation*}
$$

where $0 \leq \theta_{1} \leq I$ and $\theta_{2}=I-\theta_{1}$ for $-\infty<x<\infty$ ，by using the method of moments and equating the first five population moments to their corresponding sample values．Solving these five equations in the five unknowns $\mu_{1}, \mu_{2}, \sigma_{1}, \sigma_{2}$ and $\theta_{1}$ leads to a ninth degree polynomial equation having at least one real root．Each real root of the nonic gives a set of estimates for the parameters．Pearson proposed that the set of solutions making the sixth population moment nearest to the sixth sample moment be used as the final estimate．Although the computations are not difficult on a modern computer，the results are only optimal in the sense of fitting the first six moments．Also the procedure does not generalize easily to the case of a mixture of more than two populations．Rao［45］applied the method of moments to a mixture of two normal distributions with equal variances and showed that Pearson＇s nonic reduces to a cubic and the computation is considerably simplified and Cohen［12］also showed how the computation of Pearson＇s method can be lightened to some extent．

The most exhaustive statistical approach to mixtures of binomial

 distributions,

$$
\begin{equation*}
{\underset{\sim}{\theta}}^{g_{\sim}}(x)=\sum_{j=1}^{k} \theta_{j}\binom{n}{x} p_{j}^{x}\left(1-p_{j}\right)^{n-x} \tag{1.5.6}
\end{equation*}
$$

for $x=0,1, \ldots, n, 0<p_{j}, \theta_{j}<1 ; j=1, \ldots, k$ and $\sum_{j=1}^{k} \theta_{j}=1$, to obtain estimates of $p_{1}, \ldots, p_{k}$ and $\theta_{1}, \ldots, \theta_{k}$. He then showed that the estimates have joint asymptotically normal distribution and also investigated the asymptotic efficiency relative to the Cramer-Rao lower bound. Blischke found that if the mixing proportions are unknown then the joint asymptotic relative efficiency of the estimates tends to unity as the binomial parameter $n \rightarrow \infty$. However, if the mixing proportions are known, the relative efficiency approaches zero. No intuitive explanation was offered for this apparent anomaly.

The method of moments has also been used by Falls [20] to estimate the five parameters of a mixture of two Weibull distributions,

$$
\begin{equation*}
\underset{\sim}{g_{\theta}}(x)=\theta_{1} \gamma_{1} \alpha_{1}^{-1} x^{\gamma_{1}-1} \exp \left(-x^{\gamma_{1}} \alpha_{1}\right)+\theta_{2} \gamma_{2} \alpha_{2}^{-1} x^{\gamma_{2}^{-1}} \exp \left(-x^{\gamma_{2}} \alpha_{2}\right) \tag{1.5.7}
\end{equation*}
$$

for $x \geq 0,0 \leq \theta_{1} \leq 1, \theta_{2}=1-\theta_{1}, \gamma_{1}, \gamma_{2}>0$. In 1968, Tallis and Light [52] suggested the use of the fractional moments. Considering a mixture of two exponential distributions, they showed, by some numerical studies, that if a so called "optimal combination of moments" is used, the efficiency of the estimates will increase.

A study of the bias and accuracy of the moment estimators with particular reference to mixtures of two normal distributions has been given by Robertson and Fryer [49]. Their results suggest that although the method of moments generally leads to estimators which are less efficient than the maximum likelihood estimates, their use
can be justified when the absolute maxima of the likelihood function is unobtainable.

The method of Maximum Likelihood has also played an important role in the estimation problems of the theory of mixtures of distributions. The likelihood function of a mixture of distributions based on the observations $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ from the mixture is of the form

$$
\begin{equation*}
L=\prod_{i=1}^{n} \sum_{j=1}^{k} \theta_{j} f\left(x_{i} ; \alpha_{j}\right) \quad \alpha_{j} \in A \quad x_{i} \in \tilde{Z} \tag{1.5.8}
\end{equation*}
$$

where $f\left(. ; \alpha_{j}\right)$ is the density function corresponding to the distribution function $F\left(. ; \alpha_{j}\right)$ for $j=1, \ldots, k$. Recall from Section 1.2 that each $\alpha_{j} \in \mathcal{A}$ is an s-dimensional vector. The maximum likelihood estimators of $\theta_{1}, \ldots, \theta_{k}$ and $\alpha_{1}, \ldots, \alpha_{k}$ are those values which maximize (1.5.8) for fixed $x_{1}, \ldots, x_{n}$. The equations for the estimates usually turn out to be non-linear and difficult to solve.

A mixture of two or more normal densities has again been the centre of attraction for many investigators. It is to be stressed that in such cases if means, variances and mixing proportions are unknown, the likelihood function becomes unbounded near many points in the parameter space (c.f. Section 5.1) and hence the method of maximum likelihood breaks down. This important fact has been observed by Day [17], Fryer and Robertson [21] and Behboodian [5]. (Incidently, a similar feature characterizes other mixtures of distributions such as mixtures of displaced exponential densities). By imposing sufficient restrictions on the parameter space (e.g. equality of variances of the component distributions), or using coarsely grouped observations, the method of maximum likelihood can =eanirธกivie be used and it often leads to efficient estimates. The examie siven by Behboodian [5] is that if in a mixture of two
normal densities given by (1.5.5), $\mu=\mu_{1}=\mu_{2}$, then as an estimate of $\mu$, the efficiency of the sample mean against the sample median tends to zero as $\sigma_{1} / \sigma_{2}$ is made arbitrarily small or large. On the other hand for $\sigma_{1}=\sigma_{2}$, the sample mean is fully efficient for the true mean.

Rao [42] was first to use maximum likelihood estimation in mixtures of distributions. He considered a mixture of two normal densities with equal variances and obtained grouped maximum likelihood estimates for the means and the common variances of the components and the mixing proportion of the mixture of densities. He applied the method to a sample of size 454 , tested his results with a chi-squared goodness of fit test. The fit turned out to be reasonably good. Hasselblad [25] has proposed a general method of iteration to obtain the maximum likelihood estimates of the $k$ means, k variances and $\mathrm{k}-\mathrm{l}$ mixing proportions of a mixture of k normal densities from grouped data. In view of the fact that the likelihood function for ungrouped data is unbounded for this problem, Behboodian [5] has proposed using the values corresponding to the largest stationary maximum of the likelihood function as the estimates. The method may well lead to 'reasonable' estimates in many cases, but the estimates will clearly not possess the optimal asymptotic properties of the maximum likelihood estimates. Fryer and Robertson [21] claim that Behboodian's method is what Hasselblad [25] has proposed in effect, since although Hasselblad starts by considering grouped maximum likelinood estimates, he then assumes the width of each group to be sufficiently small to allow us to replace each group probability divided by its length by the appropriate value of the density function. They believe that the effectiveness of Hasselblad's method will vary a Ereat $\bar{c} \in=1$ depending on the parameter values. They discuss and comeare $亡$ た estimates of the parameters of a mixture of k normal
distributions obtained by（i）the method of moments，（ii）the method of maximum likelihood from grouped observations and（iii） the method of minimum $\chi^{2}$ again when the data is grouped．Their comparison is based upon the bias and the mean squared error of the estimates and they concluded，from some numerical studies， that as regards the bias，minimum $\chi^{2}$ estimators seem to be slighly better than grouped maximum likelihood estimators，but the difference between the two is often very small．Moment estimators are sometimes better and sometimes worse than the grouped estimators， and furthermore the differences are often considerable．Comparing the mean squared errors，they found that the grouped estimators are usually markedly superior to the moment estimators．This superiority，however，is not completely uniform，since the performances of the moment estimators are often preferred to that of the grouped estimates when the components of a mixture of distributions are not well separated．

A comparison of the method of moments and the method of maximum likelihood in estimation of the parameters of a mixture of two normal densities has also been done by Tan and Chang［53］．To ensure the existence of the maximum likelihood estimators，they restrict them－ selves to the case when the components have equal variances．Their． comparison is based upon the asymptotic efficiencies of the estimates and they concluded that maximum likelihood generally results in better estimators especially when $\Delta=\left|\left(\mu_{1}-\mu_{2}\right) / \sigma\right|$ is small．Here $\mu_{1}$ and $\mu_{2}$ denote the means of the components and $\sigma$ denotes their common standard deviation．

Maximum Iikelihood estimators of the parameters of a mixture of two normal densities have also been used by Dick and Bowden［19］and Eosmer［28］．They use numerical techniques to derive their estimators When シュジミミニニショn samples from one or $b$ oth components are available．

Macdonald［34］uses an iteration techniquミ to ¿ことざテ ヒミミ
maximum likelihood estimates of the paramesers of a ニievine of $k \geq 2$ normal densities when（i）the mixing proportions are the only unknown parameters，（ii）the means and the cormon variance of the components are also unknown．He provides FORTRAN computer programs for the calculations．Day［17］has considered a mixture of two multivariate normal densities with identical but unknown covariance matrices．He derives estimates for the mean vectors and the common covarianee matrix and also for the mixing proportions．He uses both the method of moments and the method of maximum likelihood and finds that the maximum likelihood estimators are generally better．

Unfortunately，the Bayesian analysis of the estimation problems of finite mixtures of distributions has not been yet fully investigated．The only publication on the subject is due to Behboodian［6］．He considers a mixture of two densities $f_{1}($.$) and f_{2}($.$) viz：$

$$
\begin{equation*}
{\underset{\sim}{\theta}}(x)=\theta_{1} f_{1}(x)+\left(1-\theta_{1}\right) f_{2}(x) \quad x \in \mathscr{X} \tag{1.5.9}
\end{equation*}
$$

for $0 \leq \theta_{1} \leq 1$ ，in which the mixing proportion $\theta_{1}$ is the only unknown parameter．By taking a beta distribution as the prior distribution of the mixing proportion，he derives its posterior distribution based on a sample of size $n$ from the mixture（1．5．9）．He shows that the posterior distribution is a mixture of（ $n+1$ ）beta distributions and derives its mean and variance．Generalization to mixtures of more than two components is considered．The following comment illustrates a somewhat unusual characteristic of the Bayes estimator for the mixing proportion in a mixture of two densities given by（1．5．9）． Let $\gamma(\theta) ; 0 \leq \theta \leq 1$ be the prior distribution function of $\theta_{1}$ ．Then
 the mean of the Posterior distribution) based on the cieservations $x_{1}, \ldots, x_{n}$ is

But

$$
\begin{aligned}
\prod_{j=1}^{n} g_{\theta}\left(x_{i}\right) & =\prod_{j=1}^{n}\left[\theta_{1}\left(f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)\right)+f_{2}\left(x_{j}\right)\right] \\
& =\sum_{r=0}^{n} \theta_{l}^{n-r} A_{r, n}
\end{aligned}
$$

where

$$
A_{r, n}=\sum_{i_{1}<\ldots<i_{r}}^{\prod_{j=1}^{r} f_{2}\left(x_{j}\right) \prod_{j=1}^{n}\left(f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)\right)}
$$

for $r=0, \ldots, n$, so that (1.5.10) gives, as the Bayes estimator of $\theta_{1}$,

$$
\frac{\sum_{r=0}^{n} A_{r, n} \int_{0}^{1} \theta^{n-r+1} d \gamma(\theta)}{\sum_{r=0}^{n} A_{r, n} \int_{0}^{l} \theta^{n-r} d \gamma(\theta)}
$$

and it is seen that the Bayes estimator depends only on the first $(n+1)$ moments of the a priori distribution and not on the a priori distribution itself. Hence the class of all Bayes estimators can be represented by the class of all vectors $\left(\xi_{1}, \ldots, \xi_{n+1}\right)$ ' where $\xi_{i}, i=1, \ldots, n+1$ denotes the $i t h$ central moment of some a priori distribution on $[0,1]$.

### 1.6 Other Aspects of Mixtures of Distributions

Apart from estimation and identifiability of mixtures of distributions, there have been comparatively very few publications about other problems related to mixtures of distributions. In the
area of hypothesis testing，Tiago De Oliveira［58］上ミડ ఇૅロこ゚ミミ』 a procedure to test whether the distribution function of a giver random sample is either of the given discrete distribution functions $F_{1}(x)$ and $F_{2}(x)$ or a mixture of them．Eis method， however，is not efficient but only provides a rapid procedure． Given three random samples from three distinct popuraiions， Thomas［57］gives a distribution free procedure to test whether the distribution function of one of the populations is a mixture of the distribution functions of the remaining two populations． His test statistic is based upon a function of the ranks of the observations．Consistency and asymptotic normality of the test statistic is proved．The author also gives a test statistic for the hypothesis that the mixing proportion is a constant parameter against the alternative that it is a function whose domain is the sample space of the three populations．

Anothe：area which has interested some statisticians is the problem of finding lower bounds for the variance of the estimate of the mixing proportion $\theta_{1}$ in a mixture of two densities（1．5．10） and their generalizations to mixtures of $k(2 \leq k<\infty)$ densities． It is known that under certain regularity conditions（Zacks［61］）， the variance of any unbiased estimator of $\theta_{l}$ based on a random sample of size $n$ ，cannot be less than the Cramér－Rao lower bound $\frac{I}{\text { n } I\left(\theta_{1}\right)}$ where $I\left(\theta_{1}\right)$ is the Fisher＇s information function in a single observation．Hill［26］showed that the Cramér－Rao lower bound is

$$
\begin{equation*}
\frac{\theta_{1}\left(1-\theta_{1}\right)}{n\left(1-S\left(\theta_{1}\right)\right)} \tag{1.6.1}
\end{equation*}
$$

where

$$
S\left(\theta_{1}\right)=\int \frac{f_{1}(x) f_{2}(x)}{g_{\theta}(x)} d x
$$

and further derived series expansions for $S\left(\theta_{1}\right)$ when $\ddagger$ ine densities $f_{1}(x)$ and $f_{2}(x)$ are density functions of (i) normal Eisiributions with equal scale parameters, (ii) exponential distributions. Boes [10] derived necessary and sufficient conditions for the attainment of the bound (1.6.1). He generalized his results to mixtures of $k(2 \leq k<\infty)$ densities.

When the Cramér-Rao bound is not attained, it is sometimes possible to derive greater lower bounds based on Bhattacharyya matrix (Zacks [6] ). Denote by $L\left(\theta_{1}\right)$ the likelihood function of the mixing proportion $\theta_{1}$ based on a sample of size $n$ from the mixture of densities (1.5.13). Let $T$ be an estimate of some function of $\theta_{1}$ having expected value $\tau\left(\theta_{1}\right)$, then $\operatorname{Var}(\mathbb{T}) \geq t^{\prime} J^{-1} t$ where

$$
t=\left(\frac{\partial}{\partial \theta_{1}} \tau\left(\theta_{1}\right), \ldots r, \frac{\partial^{m}}{\partial \theta_{1}^{m}} \tau\left(\theta_{1}\right)\right)
$$

and $J$ is the $m x_{m}$ matrix with its ( $r, s$ ) th element being the expected value of

$$
\frac{\left(\frac{\partial^{r} L\left(\theta_{I}\right)}{\partial \theta_{I}^{r}} \cdot \frac{\partial^{s} L\left(\theta_{I}\right)}{\partial \theta_{I}^{s}}\right)}{\left(L\left(\theta_{I}\right)\right)^{2}}
$$

for $r, s=l, \ldots, m$, provided, of course that the derivatives exist. Matrix $J$ is called the Bhattacharyya matrix of order $k$. Whittaker [59] derived the Bhattacharyya matrix for a mixture of two distributions.

Behboodian [7] has given a numerical method for computation of the Fisher's information matrix about the five parameters (two means, two variances and the mixing proportion) of a mixture of two normal densities. He shows that the computation of the information matrix
 numerical techniques to solve the integral.

### 1.7 Applications of Mixtures of Distributions

Practical problems involving mixtures of distributions arise in many different fields of study. These include biology, engineering, fisheries, psychology and medicine. A use?ul account of some of these applications can be found in Blischke [9] and in this section we refer to some of the authors who have used mixtures of distributions in their investigations of various applied problems.

For example, length-frequency data from a fish population is known to be best approached as a mixture of distributions. The population is composed of a number of component age groups mixed together in some proportions; "each age group has a distinct lengthfrequency curve and the length-frequency curve for the population is a mixture of these component distributions. Macdonald [34], Hosmer [28] and Dick and Bowden [19] discuss these situations with respect to sampling from a normal populations. Another area of biology in which mixtures of distributions are frequently encountered is genetics where one is concerned with the study of inheritance in both natural and man-made populations. A proper genetic analysis of such populations sometimes involves mixtures of distributions. Rushforth et $a l$ [50] have used a mixture of two normal distributions as a model for the blood glucose level of a sample of Pima Indians, a population known to have an extremely high prevalence of diabetes mellitus.

A number of non-biological applications of mixtures of distributions, mostly from the chemical industry, have been discussed by Medgyessy [37]. These include the use of finite mixtures of

 molecular weight contained in a solution. Medgyessy also gives some applications of finite mixtures of binomial distributions. Mixtures of distributions are known to fit adequately many distributions arising in technological and physical applications, particularly in the field of life-testing. Kao [31], for example, discusses a problem in life-testing of the electron tubes subjected to a sudden and delayed failure. Mendenhall and Hader [38] and Cox [14] discuss a similar problem in life testing of radio equipments. Falls [20] mentions that a mixture of two Weibull distributions, as well as being an appropriate model in lifetesting, is also commonly used in the analysis of atmospheric data . and consequently is of interest to aerospace scientists.

Amongst important applications of mixtures of distributions, is its appropriateness as a model in various psychological experiments. Lord [33] has discussed such applications in relation to mental test theory and Thomas [57] uses a mixture of two distributions as a model for psychological reaction time experiments.

## CHAPTER 2

THE METHOD OF MOMENTS

### 2.1 Introduction

The method of moments is probably the oldest method of estimating the unknown parameters in a distribution. It often leads to equations which are more tractable than those derived from other metiods. It is mainly for this reason that the method is still being used although a main disadvantage is the fact that it often results in inefficient estimates.

In the context of estimation problems related to mixtures of distributions, K. Pearson [41] was first to use the method to estimate the five parameters of a mixture of two normal distributions. The method consists of equating as many sample moments to their corresponding expected values as there are unknown parameters and solving the resulting equations. Tallis and Light [52] considered a rather different version of the method by taking fractional moments. They showed that by using a so called "optimal combination of moments", the efficiency of the estimates would increase.

In this chapter, we take a somewhat more general approach. Denote by ${\underset{\sim}{\theta}}^{( }$(.) the distribution function of a mixture of distributions with $k$ components $F_{1}(),. \ldots, F_{k}($.$) and with mixing proportions$ $\theta_{1}, \ldots, \theta_{k}$ respectively. Let the random variables $X_{1}, \ldots, X_{n}$ have common distribution function ${\underset{\sim}{\theta}}_{\theta}($.$) with respective realizations$ $x_{1}, \ldots, x_{n}$. Then the conventional moment estimators of $\theta_{1}, \ldots, \theta_{k}$ are the solutions of

$$
\int_{x \in \mathfrak{X}} x^{t} d G_{\theta}(x)=\int_{x \in \mathfrak{X}} x^{t}{ }_{d G_{n}}(x) \quad t=1, \ldots, k
$$

where $G_{n}($.$) is the empirical distribution function and \mathcal{X}$ is that subset of the real line to which each $F_{j}(.) ; I \leq j \leq k \quad$ (and hence
 population moments of $X^{t}$ for $t=1, \ldots, k$, we definミ function $h(x, t)$ of $x \in \mathscr{X}$ and the real value $t \in R$ and evaluate the two quantities $\lambda_{\theta}(t)=\int h(x, t) d{\underset{\sim}{\theta}}^{(x)}$ and $\lambda_{n}(t)=\int h(x, t) d G_{n}(x)$ at $t_{1}, \ldots, t_{m} ; m \geq k$, chosen such that the rank of the matrix $A$ formed with $\int h\left(x, t_{i}\right) d F_{j}(x)$ for $i=1, \ldots, m, j=1, \ldots, k$ as its ( $i, j$ )th entry is $k$. The estimators of $\theta_{1}, \ldots, \hat{c}_{k}$ are then obtained by fitting $\lambda_{n}\left(t_{1}\right), \ldots, \lambda_{n}\left(t_{m}\right)$ to $\lambda_{\sim}^{\lambda_{\theta}}\left(t_{1}\right), \ldots, \lambda_{\theta}\left(t_{m}\right)$ by the method of least squares.

It is shown that our estimates possess certain desired properties and special attention is given to the more amenable case $k=2$. At the end of the chapter, we shall see how our estimators work in practice in the light of some Monte Carlo studies.

### 2.2 Method of Estimation

Let

$$
\begin{equation*}
G_{\dot{\theta}}(x) \equiv \sum_{j=1}^{k} \theta_{j} F_{j}(x) \quad x \in \mathcal{X}, \tag{2.2.1}
\end{equation*}
$$

k
where $0 \leq \theta_{j} \leq 1$ for $j=1, \ldots, k$ and $\sum_{j=1} \theta_{j}=1$, denote a mixture of $k$ known distribution functions $F_{1}, \ldots, F_{k}$. Let $\underset{\sim}{e}, l \leq j \leq k$ be the standard $k$-dimensional unit vector,i.e. a $k$-dimensional vector with 1 at the jth position and zero elsewhere and $\underset{\sim}{\theta}=\sum_{j=1} \theta_{j} \underset{\sim}{e}=$ $\left(\theta_{1}, \ldots, \theta_{k}\right)$ ' be the vector of the unknown mixing proportions $\theta_{1}, \ldots, \theta_{k}$. For a function $\alpha($.$) , integrable over X$ with respect to $\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{k}}$, we define

$$
\mathrm{E}_{\mathrm{e}}^{\mathrm{\sim}} \mathrm{j}(\alpha(\mathrm{x}))=\int \alpha(\mathrm{x}) d F_{j}(\mathrm{x}) \quad j=1, \ldots, \mathrm{k}
$$

and

$$
\underset{\sim}{E_{\theta}}(\alpha(X))=\int \alpha(x) d \underset{\sim}{d}(x)
$$

where X is a random variable whose distribution function is given by
(2.2.1).

Let $h(x, t)$ be a real-valued function, right-continuous in $\div \leqslant E$ for each $x \in \mathfrak{X}$ i.e.

$$
h(x, t)=h(x, t+0) \quad t \in R
$$

for each $x \in \mathfrak{X}$. Let $\mathcal{J}_{j}=\left\{t: t \in R, E_{k}{\underset{\sim}{e}}^{j}(|h(X, t)|)<\infty\right\}$ for
 Then

$$
\begin{equation*}
\lambda_{\tilde{\theta}}(t)={\underset{\sim}{\theta}}^{E_{\sim}}(h(x, t))=\int h(x, t) d{\underset{\sim}{\theta}}(x) \tag{2.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{e_{j}}(t)={\underset{\sim}{e}}_{\underset{j}{e}}(h(x, t))=\int h(x, t) d F_{j}(x) \tag{2.2.3}
\end{equation*}
$$

for $j=1, \ldots, k$ are right-continuous functions of $t \in J$. For the rest of this chapter, the variable $t$, defined in this way, will be ' confined to $t \in J$ unless otherwise stated.

Now, from (2.2.2) and (2.2.3), we have

$$
\begin{equation*}
\lambda_{\underset{\sim}{x}}(t)=\sum_{j=1}^{k} \theta_{j}{\underset{\sim}{e}}_{j}^{e_{j}}(t) \tag{2.2.4}
\end{equation*}
$$

and we estimate $\lambda_{\theta}(t)$ by

$$
\begin{equation*}
\lambda_{n}(t)=\int h(x, t) d G_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} h\left(x_{i}, t\right) \tag{2.2.5}
\end{equation*}
$$

where $x_{i}$, $i=1, \ldots, n$ is the realization of the random variable $X_{i}$ whose distribution is given by (2.2.1) and as before $G_{n}($.$) is the$ empirical distribution function being the realization of the random function $\Gamma_{n}($.$) . Denoting by L_{n}(t)$ the random function whose realized value is $\lambda_{n}(t)$, we have

$$
\begin{equation*}
L_{n}(t)=\int h(x, t) d \Gamma_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} h\left(x_{i}, t\right) \tag{2.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\dot{\theta}}\left(L_{n}(t)\right)=E_{\dot{\theta}}(h(x, t))=\lambda_{\underset{\sim}{\theta}}(t)=\sum_{j=I}^{k} \sum_{j} \lambda_{\underset{\sim}{e}}(i) . \tag{2.2.7}
\end{equation*}
$$

We now write

$$
\begin{equation*}
\lambda_{n}(t)=\sum_{j=1}^{k} \theta_{j} \lambda_{e_{j}}(t)+\varepsilon(t) \tag{2.2.8}
\end{equation*}
$$

where $\varepsilon(t)$ is the realization of a random function $\varepsilon(t)$ such that

$$
\underset{\sim}{E_{\theta}}(\varepsilon(t))=0 .
$$

Note also that since $E_{\theta}\left\{\left|h\left(X_{i}, t\right)\right|\right\}<\infty$ for $i=1, \ldots, n$, it follows from the strong law of large numbers that $L_{n}(t)$, being the sum of independently and identically distributed random variables, converges almost surely to $E_{\theta}\left(h\left(X_{i}, t\right)\right)$ as $n \rightarrow \infty$ i.e.

$$
I_{n}(t) \xrightarrow{\text { a.s. }} \lambda_{\theta}(t) \quad \text { as } \quad n \rightarrow \infty
$$

Choose distinct values $t_{1}, \ldots, t_{m} \in \mathcal{J}, m \geq k$ in such a way that the rank of the matrix

$$
A=\left[\begin{array}{ccc}
\lambda_{e_{1}}\left(t_{1}\right) & \ldots . . & \lambda_{e_{k}}\left(t_{1}\right)  \tag{2.2.9}\\
\vdots & & \vdots \\
\vdots & & \vdots \\
\lambda_{e_{1}}\left(t_{m}\right) & \ldots . . & \lambda_{e_{k}}\left(t_{m}\right)
\end{array}\right]
$$

is $k$ and therefore $\operatorname{det}\left(A^{\prime} A\right) \neq 0$ and $A^{\prime} A$ is invertible. It is shown in the following lemma that by suitably restricting $h(x, t)$, such choices of $t_{1}, \ldots, t_{m}$ are always possible. Evaluating (2.2.8) at $t_{1}, \ldots, t_{m}$, the linear model

$$
\begin{equation*}
\underset{\sim}{\lambda}{ }_{n}=\underset{\sim}{\lambda}{\underset{\sim}{x}}^{\varepsilon}+\underset{\sim}{\varepsilon}=\underset{\sim}{A}+\underset{\sim}{\varepsilon} \tag{2.2.10}
\end{equation*}
$$

 $\underset{\sim}{\varepsilon}=\left(\varepsilon\left(t_{1}\right), \ldots, \varepsilon\left(t_{m}\right)\right)^{\prime}$ is of full rank and $\underset{\sim}{\theta}$ may be estimated by
 with respect to $\underset{\sim}{\theta}$, we obtain

$$
\begin{equation*}
\hat{\theta}_{\sim}^{n}=\left(A^{\prime} A\right)^{-1} A^{\prime} \lambda_{\sim n} \tag{2.2.II}
\end{equation*}
$$

as an estimator of $\underset{\sim}{\theta}$.

Lerma 2.2.1: If
(i) the mixture $G_{\theta}(x)$, given by (2.2.1), is identiriable,
(ii) for each $x$ belonging to a compact subset $s$ of $\mathfrak{X}$, the set

$$
\begin{aligned}
T=\{h(x): h(x) & =\sum_{i=1}^{\ell} \alpha_{i} h\left(x, t_{i}\right) ; \ell \in z^{+} \\
\underset{\sim}{\alpha} & \left.=\left(\alpha_{1}, \ldots, \alpha_{\ell}\right) \prime \in R^{\ell}, t_{i} \in J, i=1, \ldots, \ell\right\}
\end{aligned}
$$

is everywhere dense in $C(S)$, the space of all the continuous functions on $S$ with the property that

$$
|h(x)| \leq M_{h}(x)
$$

where $M_{h}(x)$ is an integrable function with respect to $F_{1}(),. \ldots, F_{k}($.$) , i.e.$
$\int M_{h}(x) d F_{j}(x)$ exists for $j=1, \ldots, k$,
then we can choose distinct values $t_{1}, \ldots, t_{m} \in J, m \geq k$ such that the vectors

$$
\underset{\sim}{{\underset{\sim}{e j}}}=\left(\lambda_{e_{j}}\left(t_{1}\right), \ldots, \lambda_{e_{j}}\left(t_{m}\right)\right), \quad j=1, \ldots, k
$$

are linearly independent.
Here, $\mathrm{Z}^{+}$denotes the space of all positive integers. Note also that the condition (ii) is equivalent to saying that every element of $C(S)$ is the limit as $\ell \rightarrow \infty$ of a member of $T$.

Proof: If suffices to show that there exists values $t_{l}, \ldots, t_{m} \in \mathcal{J}$ such that for $c_{1}, \ldots, c_{k} \in R$, the relation $\sum_{j=1}^{k} c_{j} \lambda_{e_{j}}\left(t_{i}\right)=0$ holds
if and only if $c_{1}=c_{2}=\ldots=c_{k}=0$ for $i=1, \ldots,=$.
The essence of the proof is the use of a fundenentel proeerty of Stieltjes integrals. It is known (e.g. Riesz and Maฐg [46]) that a necessary and sufficient conditon that the Stieltjes integral

$$
\int_{S} \beta(x) d \rho(x)
$$

where $S$ is compact, formed with a fixed function of bounded variation $\rho(x)$, be zero for every continuous function $\beta(x)$ is that the function $\rho(x)$ be constant on a set everywhere dense in $S$.

Suppose now that on the contrary there exists real values $c_{1}, \ldots, c_{k} \in R$ not all zero such that

$$
\begin{equation*}
\sum_{j=1}^{k} c_{j} \lambda_{e_{j}}(t)=0 \quad \text { for every } t \in \mathcal{J} \tag{2.2.12}
\end{equation*}
$$

then from (2.2.3), we have

$$
\begin{equation*}
\int h(x, t) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)=0 \quad \text { for every } t \in \mathcal{J} \tag{2.2.13}
\end{equation*}
$$

Since $F_{j}(x) j=1, \ldots, k$ are bounded monotionic functions, $\sum_{j=1}^{k} c_{j} F_{j}(x)$ is of bounded variation. Let $S$ be a compact subset of $X$, then for any $\beta(.) \in C(S)$, there exists $h(.) \in \mathbb{T}$ such that $\beta(x)=$ $\lim h(x)$ for every $x \in S$ and thus $\ell \rightarrow \infty$

$$
\int_{S} \beta(x) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)=\int_{S} \lim _{\ell \rightarrow \infty} h(x) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)
$$

Now since $|h(x)| \leq M_{h}(x)$ i.e. $h(x)$ is bounded by an integrable function, it follows from the Lebesgue dominated convergence theorem that

$$
\begin{aligned}
& \int_{S} \lim _{\ell \rightarrow \infty} h(x) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)=\lim _{\ell \rightarrow \infty} \int_{S} h(x) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right) \\
& \quad=\lim _{\ell \rightarrow \infty} \int_{S} \sum_{i=1}^{\ell} \alpha_{i} h\left(x, t_{i}\right) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)
\end{aligned}
$$

for some $\alpha_{1}, \ldots, \alpha_{\ell} \in F_{1}$ and $t_{1}, \ldots, t_{\ell} \in J$, and $s=$

$$
\begin{aligned}
\int_{S} \beta(x) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right) & =\lim _{\ell \rightarrow \infty}\left[\sum_{i=1}^{\ell} \alpha_{i} \int_{S} h\left(x, t_{i}\right) d\left(\sum_{j=1}^{k} c_{j} F_{j}(x)\right)\right] \\
& =0 \text { using (2.2.I3). }
\end{aligned}
$$

Thus by the (above mentioned) property of Stielijjes integrals, k $\sum_{j=1}^{\sum} c_{j} F_{j}(x)$ is constant on a dense set of every compact subset of $\mathfrak{X}$. Now, given any $x_{0} \in \mathfrak{X}$, there ${ }_{k}$ is a compact subset $K$ of $\mathfrak{X}$ containing $x_{0}$ and therefore $\sum_{j=1} c_{j} F_{j}(x)$ is constant on a dense set D of Ki.e.

$$
\sum_{j=1}^{k} c_{j} F_{j}(x)=c
$$

for every $x \in D$. If $x_{0} \notin D$, we can construct a sequence $\left\{x_{r}\right\} \subset D$, , $r=1,2, \ldots$ such that $\lim _{r \rightarrow \infty} x_{r}=x_{0}$ and by letting $r \rightarrow \infty$ in

$$
\sum_{j=1}^{k} c_{j} F_{j}\left(x_{r}\right)=c \quad r=1,2, \ldots
$$

we have

$$
\begin{equation*}
c=\lim _{r \rightarrow \infty} \sum_{j=1}^{k} c_{j} F_{j}\left(x_{r}\right)=\sum_{j=1}^{k} c_{j} F_{j}\left(x_{0}\right) \tag{2.2.14}
\end{equation*}
$$

for every $x_{0} \in \mathfrak{X}$ that is a continuity point of $F_{1}, \ldots, F_{k}$. If, on the other hand, $x_{0}$ is a discontinuity point of at least one of the distribution functions $F_{1}, \ldots, F_{k}$, then from the sequence $\left\{x_{r}\right\} \subset D$, we can construct an increasing subsequence $\left\{x_{r_{i}}\right\} \subset D$ and a decreasing subsequence $\left\{\mathrm{x}_{\mathrm{r}_{i}^{\prime}}\right\} \subset D$ such that

$$
x_{r_{i}} \uparrow \quad x_{0} \quad \text { as } \quad r_{i} \rightarrow \infty
$$

and

$$
x_{r_{i}} \downarrow x_{0} \quad \text { as } \quad r_{i}^{\prime} \rightarrow \infty
$$

and by letting $r_{i}$ and $r_{j}^{\prime}$, tend to infinity in $\sum_{j=1}^{k} c_{j} \bar{j}_{j}\left(x_{r_{i}}\right)=c=-\Sigma$ $\sum_{j=1} c_{j} F_{j}\left(x_{r_{i}^{\prime}}\right)=c$ respectively, we find that (2.2.1i) also noiミs $\equiv=$ the discontinuity points. In particular, by letting $x \rightarrow-\infty$ in k $\sum_{j=1} c_{j} F_{j}(x)=c$, we get

$$
\begin{equation*}
\sum_{j=1}^{k} c_{j} F_{j}(x)=0 \quad \quad x \in \mathfrak{X} \tag{2.2.15}
\end{equation*}
$$

But (2.2.15) violates the identifiability assumption of $\underset{\sim}{G_{\theta}}($.$) .$ We mentioned in Chapter 1 that it is shown by Yakowitz and Spragins [60] that a necessary and sufficient conditon for the mixture of distribution ${\underset{\sim}{G}}^{( }$(.) given by (2.2.1) to be identifiable is that the components $F_{I}, \ldots, F_{k}$ are linearly independent. Thus (2.2.14) holds if and only if $c_{1}=\ldots=c_{k}=0$ which contradicts (2.2.12) and therefore there exists at least one point $t_{l} \in \mathcal{J}$ such that $\sum_{j=1}^{k} c_{j}{\underset{\sim}{e}}_{j}\left(t_{l}\right)=0$ with $c_{j} \in R$ for $j=1, \ldots, k$, if and only if $c_{1}=c_{2}=\ldots c_{k}=0$. Finally, by the right continuity of ${\underset{\sim}{e}}_{j}(t)$ for $j=1, \ldots, k$ on $J$, it follows that the points neighb uring $t_{1}$ and to the right of it have the same property as $t_{1}$ and hence we can find $t_{1}, \ldots, t_{m} \in J$ such that the relation

$$
\sum_{j=1}^{k} c_{j} \lambda_{e_{j}}\left(t_{i}\right)=0 \quad c_{j} \in R, i=1, \ldots, m
$$

holds if and only if $c_{1}=c_{2}=\ldots=c_{k}=0$ which completes the proof of the lenma.

### 2.3 Properties of the Estimates

Let ${\underset{\sim}{\mathrm{n}}}$ denote a random vector whose realization is given by (2.2.10). Then

$$
\begin{equation*}
\underset{\sim}{Z}=\left(A^{\prime} A\right)^{-1} A^{\prime}{\underset{\sim}{n}}_{n} \tag{2.3.1}
\end{equation*}
$$

 unbiased estimator of $\underset{\sim}{\theta}$ for
from (2.2.6).

## Proposition 2.3.1: If

$$
\begin{aligned}
{\underset{\sim}{\theta}}^{c_{\theta}}(r, s) & \equiv \operatorname{Cov}_{\theta}\left(h\left(X, t_{r}\right), h\left(X_{,} t_{s}\right)\right) \quad r, s=1, \ldots, m \\
& =\underset{\sim}{E_{\theta}}\left(h\left(X_{,} t_{r}\right)-\lambda_{\theta}\left(t_{r}\right)\right)\left(h\left(X, t_{s}\right)-\lambda_{\theta}\left(t_{s}\right)\right)
\end{aligned}
$$

then

$$
\operatorname{Cov}_{\underset{\sim}{\theta}}\left(L_{n}\left(t_{r}\right), L_{n}\left(t_{s}\right)\right)=\frac{1}{n}{\underset{\sim}{\theta}}^{c_{\theta}}(r, s)
$$

Proof: From (2.2.5),

$$
\begin{aligned}
& \operatorname{Cov}_{\theta}\left(L_{n}\left(t_{r}\right), L_{n}^{*}\left(t_{s}\right)\right)=E_{\underset{\sim}{\theta}}\left[( \frac { 1 } { n } \sum _ { i = 1 } ^ { n } h ( x _ { i } , t _ { r } ) - \lambda _ { \theta } ( t _ { r } ) ) \left(\frac{1}{n} \sum_{i=1}^{n} h\left(x_{i}, t_{s}\right)\right.\right. \\
& \left.\left.-\underset{\tilde{\theta}}{\lambda_{\theta}}\left(t_{s}\right)\right)\right] \\
& \left.=\frac{1}{n^{2}} \underset{\sim}{E_{i}} \sum_{i=1}^{\sim} \sum_{i=1}^{\sum_{i}}\left(h\left(x_{i}, t_{r}\right)-\lambda_{\theta}\left(t_{r}\right)\right) \sum_{i=1}^{n}\left(h\left(x_{i}, t_{s}\right)-\lambda_{\theta}\left(t_{s}\right)\right)\right] \\
& =\frac{1}{n^{2}} E_{\underset{\theta}{\theta}}^{\left[\sum_{i=1}^{n}\right.}\left(h\left(x_{i}, t_{r}\right)-\lambda_{\sim}^{\theta}\left(t_{r}\right)\right)\left(h\left(x_{i}, t_{s}\right)-\lambda_{\underset{\theta}{ }}\left(t_{s}\right)\right) \\
& \left.+\sum_{i=1}^{n} \sum_{j=1}^{n}\left(h\left(x_{i}, t_{r}\right)-\lambda_{\theta}\left(t_{r}\right)\right)\left(h\left(x_{j}, t_{s}\right)-\lambda_{\dot{\theta}}\left(t_{s}\right)\right)\right] \\
& i \neq j \\
& =\frac{1}{n^{2}}\left[\sum_{i=1}^{n} E_{\underset{\theta}{ }}\left(h\left(X_{i}, t_{r}\right)-\lambda_{\sim}\left(t_{r}\right)\right)\left(h\left(X_{i}, t_{s}\right)-\lambda_{\theta}\left(t_{s}\right)\right)\right. \\
& \left.+\sum_{\substack{i=1 \\
i \neq j}}^{n} \sum_{\substack{n}}^{E_{\theta}}\left(h\left(X_{i}, t_{r}\right)-\lambda_{\sim}^{\theta}\left(t_{r}\right)\right){\underset{\sim}{\theta}}^{E_{r}}\left(h\left(X_{j}, t_{s}\right)-\lambda_{\underset{\theta}{ }}\left(t_{s}\right)\right)\right]
\end{aligned}
$$

since $X_{1}, \ldots, X_{n}$ are independent. The term in the double sum vanishes by (2.2.2) and the result follows.

Proposition 2.3.2: With 'he notation of the previous prozosition,

$$
\begin{align*}
c_{\theta}(r, s) & =\sum_{j=1}^{k} \theta_{j} c_{\underset{\sim}{e}}(r, s)+\sum_{j=1}^{k} \theta_{j}\left(1-\theta_{j}\right) \lambda_{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \\
& -\sum_{\substack{i=1 \\
i \neq j}}^{\sum_{j=1}^{k}} \theta_{i} \theta_{j} \lambda_{e_{i}}\left(t_{r}\right) \lambda_{\underset{\sim}{e j}}\left(t_{s}\right) \tag{2.3.3}
\end{align*}
$$

and

$$
\begin{equation*}
{\underset{\sim}{\theta}}^{c_{\theta}}(r, s)=\sum_{j=1}^{k} \theta_{j}{\underset{\sim}{e}}_{j}(r, s)+\sum_{i>j}^{\sum} \theta_{i} \theta_{j} a_{i j}(r) a_{i j}(s) \tag{2.3.4}
\end{equation*}
$$

where

$$
\begin{aligned}
c_{e j}^{e}(r, s) & =\operatorname{Cov}_{e_{j}}\left(h\left(x, t_{r}\right), h\left(X, t_{s}\right)\right) \\
& ={\underset{\sim}{e}}_{e_{j}}\left(h\left(X, t_{r}\right)-\lambda_{{\underset{\sim}{e j}}^{e}}\left(t_{r}\right)\right)\left(h\left(X, t_{s}\right)-\lambda_{e_{j}}\left(t_{s}\right)\right)(2.3 .5)
\end{aligned}
$$

and

$$
a_{i j}(r)=\lambda_{e_{i}}\left(t_{r}\right)-\lambda_{e_{j}}\left(t_{r}\right) \quad r=1, \ldots, m
$$

Proof:

$$
\begin{aligned}
& {\underset{\sim}{\theta}}^{c_{\theta}}(r, s)=\int h\left(x, t_{r}\right) h\left(x, t_{s}\right) \sum_{j=1}^{k} \theta_{j} d F_{j}(x) \\
& -\sum_{j=1}^{k} \theta_{j} \lambda_{e_{j}}\left(t_{r}\right) \sum_{j=1}^{k} \theta_{j} \lambda_{\underset{j}{ }}\left(t_{s}\right) \\
& =\sum_{j=1}^{k} \theta_{j}\left(c_{e_{j}}(r, s)+\lambda_{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right)\right)-\sum_{j=1}^{k} \theta_{j}^{2} \lambda_{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \\
& -\sum_{i=1}^{k} \sum_{j=1}^{k} \theta_{i} \theta_{j} \lambda_{e_{i}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \\
& =\sum_{j=1}^{k} \theta_{j}{ }_{j}^{i \neq j}{ }_{\sim}^{e} j(r, s)+\sum_{j=1}^{k} \theta_{j}\left(1-\theta_{j}\right) \lambda_{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \\
& -\sum_{i=1}^{k} \sum_{j=1}^{k} \theta_{i}{ }^{\theta}{ }_{j} \lambda_{\sim}^{e}{ }_{i}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \\
& i \neq j
\end{aligned}
$$

which proves (2.3.3)

$$
\text { Upon substituting } \sum_{\substack{i=1 \\ i \neq j}}^{k} \theta_{i}=1-\theta_{j} \text { in (2.3.3), }
$$

$$
\begin{aligned}
& \left.-\lambda_{e_{i}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right)\right] \\
& =\sum_{j=1}^{k} \theta_{j}{ }^{c}{\underset{\sim}{e}}(r, s)+\sum_{i>j}^{k} \theta_{i}{ }^{\theta}{ }_{j}\left(\lambda_{e_{i}}\left(t_{r}\right) \lambda_{e_{i}}\left(t_{s}\right)\right. \\
& \left.-\lambda_{e_{i}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right)+\lambda_{\sim}^{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right)-\lambda_{\sim}^{e}\left(t_{r}\right) \lambda_{e_{i}}\left(t_{s}\right)\right) \\
& =\sum_{j=1}^{k} \theta_{j} c_{\underset{j}{e}}(r, s)+\sum_{i>j}^{k} \theta_{i} \theta_{j} a_{i j}(r) a_{i j}(s)
\end{aligned}
$$

establishing (2.3.4).
Denoting by V the covariance matrix of $\mathrm{Z}_{n}$, we have, by using the result of the Proposition 2.3.1,

$$
\begin{align*}
V=\operatorname{Cov}_{\theta}\left(Z_{\sim}^{n}\right) & =\left(A^{\prime} A\right)^{-1} A^{\prime} \quad\left[\operatorname{Cov}_{\theta}\left(L_{n}\left(t_{r}\right), L_{n}\left(t_{s}\right)\right)\right] A\left(A^{\prime} A\right)^{-1} \\
& =\frac{1}{n}\left(A^{\prime} A\right)^{-1} A^{\prime} C A\left(A^{\prime} A\right)^{-1} \tag{2.3.5}
\end{align*}
$$

where $\left[\operatorname{Cov}_{\theta}\left(L_{n}\left(t_{r}\right), L_{n}\left(t_{s}\right)\right)\right]$ and $C$ are $m \times m$ matrices with $\operatorname{Cov}_{\theta}\left(L_{n}\left(t_{r}\right)\right.$, $L_{n}\left(t_{s}\right)$ ) and $\tilde{\sim}{\underset{\sim}{\theta}}^{c}(r, s)$ respectively as their ( $\left.r, s\right)$ th entry for $r, \tilde{s}=I, \ldots, m$. Thus $\hat{\theta}_{n}$ is also a consistent estimator of ${\underset{\sim}{r}}^{\sim}$.

Further, it follows from (2.2.5) that since $E_{\underset{\theta}{e}}(h(X, t))$ and $E_{\theta}\left(h^{2}(x, t)\right)$ both exist and are finite, $L_{n}(t)$ is the sum of independently and identically distributed random variables with finite first and second moments and thus by the central limit theorem, the distribution of $L_{n}(t)$ approaches normality as $n \rightarrow \infty$. Hence it follows from (2.3.1) and by the standard properties of normal distributions that the asymptotic distribution of $\underset{\sim}{Z}{ }_{n}$, being a linear function of independent normally distributed random variables, is a k-variate normal distribution with mean vector $\underset{\sim}{\theta}$ and covariance matrix $V$. Therefore $\underset{\sim}{Z} \underset{n}{ }$ is a consistent asymptotically normal (CAN) estimator of $\underset{\sim}{\theta}$.

## 2．4 Adjustment of the fist mators

We can adjust the estimating procedure to take ミニテ人 ョccount tie k
linear constraint $\sum_{j=1}^{\sum} \theta_{j}=1$ ．To incorporate this information tine method of restricted least squares is used．We seek that value of
 $\underset{\sim}{I_{\sim}^{\prime}} \underset{\sim}{\theta}=1$ ，where $\underset{\sim}{l}=(1,1, \ldots, 1)$ is a $k$－dimensional vector of $l^{\prime} s$ ， and ${\underset{\sim}{n}}^{n}$ and $\underset{\sim}{\lambda} \underset{\sim}{\lambda}$ are as defined in Section 2．2．Therefore we minimize

$$
\Phi(\underset{\sim}{\theta}, \xi)=\left(\underset{\sim}{\lambda}{ }_{n}-\underset{\sim}{A \theta}\right)^{\prime}\left(\underset{\sim}{n}-{\underset{\sim}{n}}^{A \theta}\right)-2 \xi(\underset{\sim}{\prime} \underset{\sim}{\theta}-1),
$$

where $\xi$ is a Lagrange multiplier，with respect to $\underset{\sim}{\theta}$ and $\xi$ ．Setting the derivative of $\Phi(\underset{\sim}{\theta}, \xi)$ with respect to $\underset{\sim}{\theta}$ equal to zero gives for the minimizing value $\hat{\sim}_{\hat{n}}^{*}$

$$
\frac{1}{2} \frac{\partial \Phi}{\partial \underset{\sim}{\theta}}=-A_{\sim}^{\prime}{\underset{\sim}{n}}+\left(A^{\prime} A\right) \underset{\sim}{\hat{\theta}} \underset{\sim}{*}-\xi^{*} \underset{\sim}{1}=0
$$

whence

$$
\begin{equation*}
\hat{\theta}_{\sim}^{*}=\left(A^{\prime} A\right)^{-1} A^{\prime} \underset{\sim}{\lambda}+\xi^{*}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1}={\underset{\sim}{n}}_{\hat{\theta}}+\xi^{*}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1} \tag{2.4.1}
\end{equation*}
$$

where $\hat{\sim}_{\sim}^{\hat{n}}$ ，given by（2．2．11）is the unrestricted least squares estimator． Premultiplying（2．4．1）by l＇gives

$$
\underset{\sim}{1}{\underset{\sim}{\hat{\theta}}}_{\hat{\theta}}^{\dot{*}}=\underset{\sim}{1} \dot{\sim}_{n}^{\hat{\theta}}+\xi^{*}{\underset{\sim}{1}}^{\prime}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1} ;
$$

imposing the restriction $\underset{\sim}{\underset{\sim}{1}} \underset{\sim}{\hat{\theta}} \underset{\sim}{*}=1$ gives

$$
\xi^{*}=\frac{1-\underset{\sim}{I} \hat{\sim}_{n} \hat{n}^{\prime}}{I_{\sim}^{\prime}\left(A^{\prime} A\right)^{-1} \underline{I}}
$$

where we note that $\underset{\sim}{1}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1}$ is only a scalar factor．Inserting this back into（2．4．1）yields

$$
\begin{align*}
& \hat{\theta}_{\sim}^{*}={\underset{\sim}{\theta}}_{n}+\frac{\left.\left(A^{\prime} A\right)^{-1}{\underset{\sim}{I}}_{(1-1}^{I_{\sim}^{\prime}} \hat{\sim}_{n}\right)}{I_{\sim}^{\prime}\left(A^{\prime} A\right)^{-1} \underline{\sim}} \\
& =\left(I-\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{I I_{\sim}^{\prime}}}{\underset{\sim}{I^{\prime}}\left(A^{\prime} A\right)^{-1} \underset{\sim}{I}}\right) \hat{\theta}_{\sim}^{n}+\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{I}}{{\underset{\sim}{1}}^{\prime}\left(A^{\prime} A\right)^{-1} \underline{\sim}} \tag{2.4.2}
\end{align*}
$$

where $I$ is the $k \times k$ identity matrix.
It is : :een that the restricted estimator $\hat{\mathrm{G}}_{\mathrm{n}}^{*}$ diEZミロs $\operatorname{Ircm}$ unrestricted one $\underset{\sim}{\hat{\theta}}$ n by a linear function of the amount ( 1 - ${\underset{\sim}{n}}^{\prime} \hat{\sim}_{n}$ ) by which the unrestricted estimator fails to satisfy the restriction. The sampling properties of $\underset{\sim}{{\underset{\theta}{n}}_{*}^{*}} \underset{\text { may }}{ }$ be derived as follows. Denote by ${\underset{\sim}{n}}_{*}^{*}$ the random vector whose realization in $\underset{\sim}{\hat{\theta}} \underset{\sim}{*}$, then from (2.4.2)
which from (2.3.2) gives
and by using $\underset{\sim}{1} \underset{\sim}{r}=1$, we have

$$
{\underset{\sim}{\theta}}^{\theta}\left[Z_{\sim}^{*}\right]=\underset{\sim}{\theta} \quad \therefore \quad=
$$

proving the unbiasedness $\cap f \underset{\sim}{\hat{\theta}} \underset{\sim}{*}$. Further, the covariance matrix $V^{*}$ of ${\underset{\sim}{n}}_{*}^{*}$ is given by
where $V$ is the covariance matrix of ${\underset{\sim}{n}}$ given by (2.3.5) and therefore

$$
\begin{equation*}
V^{*}=\frac{I}{n}\left(I-\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{11}}{I_{\sim}^{\prime}\left(A^{\prime} A\right)^{-1} \underset{\sim}{I}}\right)\left(A^{\prime} A\right)^{-1} A^{\prime} C A\left(A^{\prime} A\right)^{-1}\left(I-\frac{\underset{\sim}{I} I^{\prime}\left(A^{\prime} A\right)^{-1}}{{\underset{\sim}{l}}^{\prime}\left(A^{\prime} A\right)^{-1} I}\right) \tag{2.4.3}
\end{equation*}
$$

The asymptotic normality of $\underset{\sim}{Z} \underset{n}{*}$ follows almost immediately from the fact that $\underset{\sim}{Z} \underset{n}{*}$ is a linear function of $\underset{\sim}{Z}$ which was shown to have a k -variate normal distribution as its limiting distribution.

In practice it may be more convenient to compute $\hat{\theta}_{k}{ }_{k}^{*}$ 호 by first using the restriction $\sum_{j=1}^{k} \theta_{j}=1$ and substituting $\theta_{k}=1-\sum_{j=1}^{k \approx 1} \theta_{j}$ in (2.2.7) $\overline{6}$
to obtain

$$
\lambda_{n}(t)-\lambda_{\underset{\sim}{e}}(t)=\sum_{j=1}^{k-1} \theta_{j}\left(\lambda_{\sim}^{e}(t)-\lambda_{\sim}^{e}(t)\right)+\varepsilon(t) \cdot \text { (2.4.4) }
$$

Evaluating (2.4.4) at distinct values $t_{1}, \ldots, t_{m} \in \mathcal{J}_{m} \geq k$ chosen, as before, so that the rank of matrix $A$ given by (2.3.8) is $k$, we can write

$$
\begin{equation*}
\lambda_{\sim}^{*}=A^{*}{\underset{\sim}{\theta}}^{+}+\underset{\sim}{\varepsilon} \tag{2.4.5}
\end{equation*}
$$

where $\underset{\sim}{\lambda} \underset{\sim}{*}=\underset{\sim}{\lambda}{ }_{n}-\lambda_{\sim}^{e_{k}}, \underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k-1}\right)$ ' and $A^{*}$ is the $m \times(k-1)$ matrix given by

$$
A^{*}=\left(\begin{array}{ccc}
\lambda_{e_{1}}\left(t_{1}\right) & \ldots . \lambda_{e_{k-1}}\left(t_{1}\right)  \tag{2.4.6}\\
\vdots & & \vdots \\
\vdots & & \vdots \\
\vdots & & \vdots \\
\lambda_{e_{1}}\left(t_{m}\right) & \ldots \ldots & \lambda_{e_{k-1}}\left(t_{m}\right)
\end{array}\right)-\left(\begin{array}{ccc}
\lambda_{e_{k}}\left(t_{1}\right) & \ldots \ldots & \lambda_{e_{k}}\left(t_{1}\right) \\
\vdots & & \vdots \\
\vdots & & \vdots \\
\vdots & & \vdots \\
\lambda_{\sim}^{{\underset{\sim}{k}}}\left(t_{m}\right) & \ldots . . & \lambda_{e_{k}}\left(t_{m}\right)
\end{array}\right) .
$$

We show in the following lemma that $A^{*}$ has rank $k-1$, so that ( $\left.A^{*}\right)^{\prime}\left(A^{*}\right)$ is invertible. Thus from (2.4.5), the least squares estimator of ${\underset{\sim}{\theta}}^{+}$is

$$
{\underset{\sim}{\hat{\theta}}}^{+}=\left[\left(A^{*}\right)^{\prime}\left(A^{*}\right)\right]^{-1}\left(A^{*}\right)^{\prime} \lambda_{\sim}^{*}
$$

giving estimates $\hat{\theta}_{1}^{*}, \hat{\theta}_{2}^{*}, \ldots, \hat{\theta}_{k-1}^{*}$ of $\theta_{1}, \ldots, \theta_{k-1}$. We finally estimate $\theta_{k}$ by

$$
\hat{\theta}_{k}^{*}=1-\sum_{j=1}^{k-1} \hat{\theta}_{j}^{*} .
$$

Lemma 2.4.1: Given that the rank of $A$ in (2.3.8) is $k$, then the rank of $A^{*}$ in (2.4.6) is $k-1$.

 the columns of $A^{*}$,i.e. there are real values $c_{1}, \ldots, c_{k-1} \in R$, not all zero, such that

$$
\sum_{j=1}^{k-1} c_{j}\left(\lambda_{e_{j}}\left(t_{i}\right)-\lambda_{e_{k}}\left(t_{i}\right)=0 \quad i=1, \ldots, m\right.
$$

Choose $c_{k}=-\left(c_{1}+\ldots+c_{k-1}\right)$, then (2.4.7) can be written as

$$
\begin{equation*}
\sum_{j=1}^{k} c_{j} \lambda_{\underset{\sim}{e}}\left(t_{i}\right)=0 \quad i=1, \ldots, m \tag{2.4.8}
\end{equation*}
$$

But since the rank of $A$ is $k$, (2.4.8) holds if and only if $c_{1}=c_{2}=$ $\ldots=c_{k-1}=c_{k}=0$ contradicting (2.4.7).

### 2.5 Relation to Multinomial Distribution

Let $S_{j}=\left\{x: x\right.$ is a point of increase of $\left.F_{j}().\right\}$ for $j=1, \ldots, k$. Assume that each $x \in \mathfrak{X}$ is the point of increase of at most one of $F_{1}(),. \ldots, F_{k}($.$) so that S_{1}, \ldots, S_{k}$ are disjoint i.e.

$$
\begin{aligned}
S_{j} \cap S_{r} & =\phi & & r \neq j \\
& =S_{r} & & r=j
\end{aligned}
$$

and

Let $n_{j}$ be the number of observations contained in $S_{j}$ and denote by $N_{j}$ the random variable whose realized value is $n_{j}$.

Now

$$
\underset{\sim}{G_{\theta}}(x)=\theta_{r} F_{r}(x) \text { for } x \in S_{r} \quad r=1, \ldots, k
$$

and

$$
{\underset{\sim}{\theta}}_{\underset{\sim}{r}}\left(x \in{\underset{S}{r}}^{r}\right)=\int_{S_{r}} d G_{\theta}(x)=\int_{S_{r}} \theta_{r} d F_{r}(x)=\theta_{r}
$$

where $P_{\theta}$ is the probability measure corresponding to the distribution function $G_{\theta}(x)$. Then

$$
P_{\theta}\left(N_{1}=n_{1}, \ldots, N_{k}=n_{k}\right)=\frac{n!}{n_{1}!n_{2}!\ldots n_{k}!} \theta_{1}^{n} 1 \theta_{2}^{n} 2 \ldots \theta_{k}^{n_{k}}
$$

which is the familiar multinomial distribution. In this case it is known that the minimum attainable covariance matrix of an unbiased estimator of $\underset{\sim}{\theta}$ is

$$
\Sigma=\frac{1}{n}\left(\begin{array}{cccc}
\theta_{1}\left(1-\theta_{1}\right) & -\theta_{1} \theta_{2} & \cdots & -\theta_{1} \theta_{k}  \tag{2.5.1}\\
-\theta_{1} \theta_{2} & \theta_{2}\left(1-\theta_{2}\right) & \cdots . . & -\theta_{2} \theta_{k} \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-\theta_{1} \theta_{k} & -\theta_{2} \theta_{k} & \cdots \cdots \cdot \theta_{k}\left(1-\theta_{k}\right)
\end{array}\right)
$$

in the sense that if $\sum^{*}$ is the covariance matrix of any other unbiased estimator of $\underset{\sim}{\theta}$, then $\left(\Sigma^{*} \ldots-\Sigma\right.$ ) is a positive semidefinite matrix. This provides a practical check on (2.4.3).

Let $m=k$ and define $h(x, t)$ at $t_{l}, \ldots, t_{k}$ as follows

$$
\begin{array}{rll}
h\left(x, t_{j}\right) & =1 \quad \text { if } \\
& =0 & x \in S_{j} \\
& x \notin S_{j}
\end{array} \quad j=1, \ldots, k
$$

then from (2.2.5),

$$
\begin{aligned}
\left.\lambda_{n}\left(t_{j}\right)=\frac{1}{n} \text { [number of } x_{i}^{\prime} ' s \text { in } S_{j}\right] \quad & j \\
& =1, \ldots, k \\
i & =1, \ldots, n
\end{aligned}
$$

and from (2.2.3),

$$
\begin{aligned}
\lambda_{e_{j}}\left(t_{r}\right)=\int h\left(x, t_{r}\right) d F_{j}(x) & =1 \text { if } r=j \\
& =0 \text { otherwise }
\end{aligned}
$$

so that from (2.2.9), $A=I$ and thus from (2.4.3),

$$
\begin{equation*}
V^{*}=\frac{1}{n}\left(I-\frac{1 I^{\prime}}{k}\right) C\left(I-\frac{1 I_{\sim}^{\prime}}{k}\right)^{\prime} \tag{2.5.2}
\end{equation*}
$$

Now, from (2.3.5),

$$
\begin{aligned}
c_{e_{j}}(r, s) & =l-1=0 & & r=s \\
& =0 & & r \neq s
\end{aligned}
$$

and therefore from (2.3.3),

$$
\begin{array}{rlrl}
c_{\theta}(r, s) & =\theta_{r}\left(1-\theta_{r}\right) & r=s \\
& =-\theta_{r} \theta_{s} & r \neq s
\end{array}
$$

and so the matrix $\frac{1}{n} C$ whose ( $r, s$ )th element is $\frac{I}{n} c_{\theta}(r, s)$ reduces to $\Sigma$ in (2.5.1). But $\underset{\sim}{1}{ }^{\prime} \Sigma=\underset{\sim}{0}{ }^{\prime}$ and $\Sigma \underset{\sim}{1}=\underset{\sim}{0}$ where $\underset{\sim}{0}$ is a $k$-dimensional vector of 0 's. Hence (2.5.2) is identical to (2.5.1) and $V^{*}$ is the minimum attainable covariance matrix in the sense defined above.

### 2.6 The Case $k=2$

We now focus our attention on the case where the distribution function of the mixture ${\underset{\sim}{G}}_{\theta}(x)^{\bar{Z}}$ consists of two components $F_{I}(x)$ and $F_{2}(x)$. We have

$$
\underset{\sim}{G_{\theta}}(x)=\theta_{1} F_{1}(x)+\theta_{2} F_{2}(x)
$$

where $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right), 0 \leq \theta_{j} \leq 1, j=1,2$ and $\theta_{1}+\theta_{2}=1$ and further

$$
\lambda_{\underset{\sim}{x}}(t)=\theta_{1} \lambda_{{\underset{\sim}{1}}^{e}}(t)+\theta_{2} \lambda_{\sim_{2}}(t) .
$$

Let $a_{12}\left(t_{r}\right)=\lambda_{e_{1}}\left(t_{r}\right)-\lambda_{e_{2}}\left(t_{r}\right) r=1, \ldots, m$ and ${\underset{\sim}{12}}=\left(a_{12}\left(t_{1}\right)\right.$, $\left.\ldots, a_{12}\left(t_{m}\right)\right)^{\prime}$. Also denote by $c_{j} j=1,2$, the $m \times m$ matrix with $c_{e}^{e}(r, s)$ as its $(r, s)$ th $r, s=1, \ldots, m$ entry.
$\quad$ From (2.4.2), we can write

$$
\begin{align*}
& \hat{\theta}_{\sim}^{*}=\left(I-\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{1 I^{\prime}}}{\underset{\sim}{I^{\prime}}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1}}\right)\left(A^{\prime} A\right)^{-A^{\prime} A_{\sim}^{n}}+\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{I}}{{\underset{\sim}{I}}^{\prime}\left(A^{\prime} A\right)^{-1} \underset{\sim}{I}} \\
& =H A^{\prime} \underset{\sim}{\lambda}{ }_{n}+\underset{\sim}{b} \tag{2.6.1}
\end{align*}
$$

where
and

$$
H=\left[\left(A^{\prime} A\right)^{-1}-\frac{\left(A^{\prime} A\right)^{-1} \underset{\sim}{l l^{\prime}}\left(A^{\prime} A\right)^{-1}}{\underset{\sim}{I^{\prime}}\left(A^{\prime} A\right)^{-1} \underset{\sim}{1}}\right]
$$

$$
\underset{\sim}{b}=\frac{\left(A^{\prime} A\right)^{-I_{\underline{I}}}}{\underset{\sim}{I_{\sim}^{\prime}}\left(A^{\prime} A\right)^{-I_{\sim}^{1}}}
$$

We note that $H$ is a $2 \times 2$ matrix with the property that

$$
\underset{\sim}{I}{ }^{\prime} H=(0,0) \text { and } \underset{\sim}{H I}=\binom{0}{0} \text { where } \underset{\sim}{I}=(1, I)^{\prime}
$$

and therefore $H$ must take the form

$$
H=\alpha\left[\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right]
$$

where $\alpha$ is a constant (possibly zero). If we write

$$
\left(A^{\prime} A\right)^{-1}=\frac{\operatorname{adj}\left(A^{\prime} A\right)}{\operatorname{det}\left(A^{\prime} A\right)}
$$

we can express $H$ and $\underset{\sim}{b}$ as

$$
H=\frac{1}{\operatorname{det}\left(A^{\prime} A\right)}\left[\operatorname{adj}\left(A^{\prime} A\right)-\frac{\operatorname{adj}\left(A^{\prime} A\right){\underset{\sim}{1}}^{\prime}{ }^{\prime} \operatorname{adj}\left(A^{\prime} A\right)}{\underset{\sim}{\prime} \operatorname{adj}\left(A^{\prime} A\right) \underset{\sim}{I}}\right]
$$

and

$$
\underline{b}=\frac{\operatorname{adj}\left(A^{\prime} A\right) \underset{\sim}{\underline{I}}}{\underset{\sim}{I} \operatorname{adj}\left(A^{\prime} A\right) \underset{\sim}{\underline{I}}}
$$

But from (2.2.9), since $k=2$, we have
and so
which gives

Hence the leading diagonal element of H is
which after some elementary algebra leads to $\frac{1}{a_{12}^{\prime} a_{12}}$. Therefore $\alpha=\frac{1}{a_{12}^{\prime}{ }_{\sim}^{a} 12}$ and we have .

Substituting these values into (2.6.1) and writing $A^{\prime}=\left(\begin{array}{c}\lambda^{\prime} \\ \sim_{1} \\ \lambda_{1}^{\prime} \\ \sim \sim \\ \sim\end{array}\right)$, we get
for $\hat{\theta}_{n}^{*}=\left(\hat{\theta}_{1}^{*}, \hat{\theta}_{2}^{*}\right)$ ' the following form,
where it is seen that $\hat{\theta}_{1}^{*}+\hat{\theta}_{2}^{*}=1$. The estimates $\hat{\theta}_{1}^{*}$ and $\hat{\theta}_{2}^{*}$ are clearly unbiased for if $Z_{1}^{*}$ and $Z_{2}^{*}$ denote random variables with realizations
$\hat{\theta}_{1}^{*}$ and $\hat{\hat{E}} \underset{?}{*}$ נespectively, then

$$
\begin{aligned}
& =\frac{1}{\underset{\sim}{a} 12{\underset{\sim}{a}}_{12}^{a}}[\underset{\sim}{a} \underset{\sim}{1}(\underset{\sim}{\lambda} \underset{\sim}{\lambda}-\underset{\sim}{\lambda})]=\theta_{1}
\end{aligned}
$$

and similarly

Further, by the use of proposition (2.3.1), we have $\operatorname{Var}_{\theta}\left(z_{1}^{*}\right)=\frac{a_{12}^{\prime}{ }_{1}^{c} a_{12}}{n\left(a_{12}^{\prime} a_{12}\right)^{2}}$ where, as before, $C$ is the $m \times m$ matrix with ${\underset{\sim}{c}}_{\underset{\theta}{ }}(r, s)$ as its ( $r, s$ )th entry. Now, from (2.3.4), we can write

$$
\begin{array}{r}
{\underset{\sim}{\theta}}_{c_{\theta}(r, s)=\theta_{1}{\underset{\sim}{e}}_{e}(r, s)+\theta_{2}{\underset{\sim}{e}}_{e}(r, s)+\theta_{1} \theta_{2} a_{12}\left(t_{r}\right) a_{12}\left(t_{s}\right)}^{r, s=1, \ldots, m}
\end{array}
$$

so that C becomes

$$
C=\theta_{1} C_{1}+\theta_{2} C_{2}+\theta_{1} \theta_{2}{\underset{\sim 1}{ }}_{\sim}^{a}{ }_{12}^{\prime},
$$

and therefore

$$
\begin{equation*}
\operatorname{Var}_{\theta}\left(z_{1}^{*}\right)=\frac{1}{n}\left\{\theta_{1}\left(1-\theta_{1}\right)+\frac{\theta_{1} a_{\sim}^{\prime} \dot{12}_{1}{\underset{\sim}{a}}_{12}+\left(1-\theta_{1}\right){\underset{\sim}{12}}_{\prime} c_{2} \dot{a}_{12}}{\left(a_{12}^{\prime}{\underset{\sim}{12}}\right)^{2}}\right\} \tag{2.6.3}
\end{equation*}
$$

It is interesting to note that the variance of the estimator of $\theta_{1}$ depends only on the two quantities $\left(a_{i}^{\prime} C_{j} \underset{\sim 12}{a}\right) /\left(a_{\sim}^{\prime} 12{\underset{\sim 1}{2}}^{a}\right)^{2} j=1,2$. Thus in practice, to increase the efficiency of the estimator, $h(x, t)$ and the values $t_{1}, \ldots, t_{m}$ should be chosen so that these two quantities become as small as possible.

### 2.7 Monte Carlo Studies.

In order to investigate the practical value of tiヒeretino of estimation discussed in this chapter, a small Monte Carlo experiment was carried out. A mixture of two normal distributions $\mathbb{N}\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$, i.e. normal distributions with means $\mu_{1}$ and $\mu_{2}$ and variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$ respectively, was considered. The function $h(x, t)$ was chosen to be $e^{x t}$, so that $\lambda_{\underset{\sim}{j}}(t), j=1,2$ is the conventional moment generating function of a random variable whose distribution is $N\left(\mu_{j}, \sigma_{j}^{2}\right)$,i.e.

$$
\begin{equation*}
\lambda_{e_{j}}(t)=\exp \left\{\mu_{j} t+\frac{\sigma_{j}^{2} t^{2}}{2}\right\} \quad j=1,2 \tag{2.7.1}
\end{equation*}
$$

existing for all real values of $t$. Consequently

$$
\lambda_{\underset{\theta}{ }}(t)=\theta_{1} \lambda_{e_{1}}(t)+\theta_{2} \lambda_{e_{2}}(t)
$$

where $\theta_{1}+\theta_{2}=1, t \in R$ and $\lambda_{e_{j}}(t) j=1,2$ is given by (2.7.1) is the moment generating function of the random variable X whose distribution is the mixture of the two components $\mathbb{N}\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $\mathbb{N}\left(\mu_{2}, \sigma_{2}^{2}\right)$.

Recall that the distinct values $t_{1}, \ldots, t_{m} \in R, m \geq 2$ have to be chosen in such a way that the rank of the matrix $A$ given by

$$
A^{\prime}=\left[\begin{array}{llll}
\lambda_{e_{1}} & \left(t_{1}\right) & \ldots & \lambda_{e_{1}}\left(t_{m}\right) \\
\lambda_{\sim}^{e_{2}} & \left(t_{1}\right) & \ldots . & \lambda_{e_{2}}\left(t_{m}\right)
\end{array}\right]
$$

is exactly 2. Thus it suffices to ensure that there are at least two values $t_{r}$ and $t_{S}$, say, such that

$$
\frac{\lambda_{e_{1}}\left(t_{r}\right)}{\lambda_{\sim}^{e_{2}}\left(t_{r}\right)} \neq \frac{\lambda_{e_{1}}\left(t_{s}\right)}{\lambda_{e_{2}}\left(t_{s}\right)} \quad t_{r} \neq t_{s} \quad t_{r}, t_{s} \in R \quad I \leq r, s \leq m
$$

which after substituting for ${\underset{\sim}{e}}_{j}\left(t_{r}\right)$ and $\lambda_{\sim}^{e}{ }_{j}\left(t_{s}\right) j=1,2$ from (2.7.1) gives

$$
\begin{equation*}
\left(\mu_{2}-\mu_{1}\right)+\frac{\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)}{2}\left(t_{r}+t_{s}\right) \neq 0 \tag{2.7.2}
\end{equation*}
$$

for some $t_{r} \neq t_{s}, t_{r}, t_{s} \in R$ and $I \leq r, s \leq m$.
Further, we can essume without loss of generality that one of the component distributions in the mixture, say $N\left(\mu_{1}, \sigma_{1}^{2}\right)$, is the standard normal distribution, i.e. $\mu_{1}=0$ and $\sigma_{I}^{2}=1$. This condition can always be maintained by the use of the transformation $Y=\frac{X-\mu_{1}}{\sigma_{1}}$. That is, if the distribution of $X$ is the mixture of $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$, then the distribution of $Y=\frac{X-\mu_{1}}{\sigma_{1}}$ is the mixture of $N(0,1)$ and $N\left(\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}, \frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}\right)$. Letting $\mu=\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}$ and $\sigma^{2}=\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}$, the required condition is maintained.

A sample of size $n$ was generated from the mixture by sampling with probability $\theta_{1}$ from $\mathbb{N}(0,1)$ and with probability $\theta_{2}=1-\theta_{1}$ from $N\left(\mu, \sigma^{2}\right)$. Choosing the values $t_{1}, \ldots, t_{m} \in R$ satisfying (2.7.2), the estimates $\hat{\theta}_{1}^{*}$ and $\hat{\theta}_{2}^{*}$ were found according to (2.6.2) and the experiment was repeated $n_{1}$ times with $n^{\ddot{*}} \cdot n_{1}=N$ being a fixed number. Note also that from (2.3.5),

$$
\begin{align*}
{\underset{\sim}{e}}_{j}(r, s) & =E_{e_{j}}\left(e^{X t_{r}} \cdot e^{X t_{s}}\right)-E_{\underset{\sim}{e}}\left(e^{X t_{r}}\right) E_{e_{j}}\left(e^{X t_{s}}\right) \\
& =\lambda_{e_{j}}\left(t_{r}+t_{s}\right)-\lambda_{e_{j}}\left(t_{r}\right) \lambda_{e_{j}}\left(t_{s}\right) \tag{2.7.3}
\end{align*}
$$

for $r, s=1, \ldots, m$ and $j=1$, 2. So, $c_{e}(r, s)$ may be estimated by substituting the estimates $\hat{\theta}_{1}^{*}$ and $\hat{\theta}_{\hat{2}}^{*}$ in (2.7.3). Having estimated $c_{e_{j}}(r, s)$, we can then estimate $\operatorname{Var}_{\underset{\theta}{ }}\left(z_{1}^{*}\right)$ by using (2.6.3).

Throughout the thesis, our numerical results will be compared with Table 1 of Macdonald [35] where, as mentioned in Chapter 1, a Monte Carlo comparison of two methods of estimation are given. The first method is due to Macdonald [34] who minimizes

$$
\int\left(G_{\underset{\theta}{ }}(x)-G_{n}(x)\right)^{2} d G_{\sim}^{\theta}(x)
$$

and the ser:ond method is due to Choi and Bulgren [1] ] Fisere

$$
\int\left(G_{\underset{\theta}{ }}(x)-G_{n}(x)\right)^{2} d G_{n}(x)
$$

is minimized. For completeness, we produce Table 1 of Macãonald [35] here (Table 1.1) in which the standard error and the mean-square-error Table $1^{2} .1$

| n | $\left(\mu_{2}-\mu_{1}\right) / \sigma_{1} \quad \sigma_{2} / \sigma_{1}$ |  | $\theta_{1}$ | Estimate of ${ }_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Macdonald | Choi \& Bulgren |  |
|  |  |  | Mean | MSE | Mean | MSE |
| 50 | 0.25 | 1 |  | 0.5 | $0.438 \pm 0.038$ | 0.392 | $0.559 \pm 0.038$ | 0.392 |
| 10 | 0.5 | 1 |  | 0.5 | $0.536 \pm 0.040$ | 0.473 | $0.852 \pm 0.040$ | 0.596 |
| 10 | 1 | 1 | 0.5 | $0.495 \pm 0.017$ | 0.137 | $0.660 \pm 0.017$ | 0.163 |
| 10 | 1 | 1 | 0.8 | $0.804 \pm 0.019$ | 0.112 | $0.968 \pm 0.020$ | 0.142 |
| 20 | 5 | 1 | 0.5 | $0.493 \pm 0.011$ | 0.017 | $0.530 \pm 0.011$ | 0.018 |
| 10 | 0 | 2 | 0.5 | $0.372 \pm 0.030$ | 0.290 | $0.367 \pm 0.032$ | 0.324 |
| 50 | 0 | 2 | 0.5 | $0.484 \pm 0.021$ | 0.044 | $0.485 \pm 0.020$ | 0.041 |
| 10 | 0.5 | 2 | 0.5 | $0.504 \pm 0.041$ | 0.262 | $0.695 \pm 0.040$ | 0.275 |

Each case is based on 100 to 500 samples of size $n$.
of each estimate is also given: These quantities are calculated by letting $\hat{\theta}_{l}^{(i)}, i=1, \ldots, n_{l}$ be the estimator of $\theta_{I}$ obtained by using the ith sample of size $n$ and

$$
\overline{\hat{\theta}}=\text { Mean }=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \hat{\theta}_{l}(i)
$$

where $n_{1}$ is the number of times a particular experiment is repeated. Then if

$$
s=\left\{\frac{1}{n_{1}-1} \sum_{i=1}^{n_{1}}\left(\hat{\theta}_{1}^{(i)}-\overline{\hat{\theta}^{2}}\right\}^{\frac{1}{2}},\right.
$$

Table 2.2
Estimator of the mixing proportion in various mixtures of two normal distributions

| n | $\left(\mu_{2}-\mu_{1}\right) / \sigma_{1}$ | $\sigma_{2} / \sigma_{1}$ | $\theta_{1}$ | Estimate of $\theta_{1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathrm{m}=2$ |  | $\mathrm{m}=10$ |  | $m=20$ |  | $m=80$ |  |
|  |  |  |  | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE |
| 50 | 0.25 | 1 | 0.5 | $0.419 \pm 0.052$ | 0.283 | $0.419 \pm 0.052$ | 0.282 | $0.420 \pm 0.052$ | 0.282 | $0.422 \pm 0.052$ | 0.278 |
| 10 | 0.5 | 1 | 0.5 | $0.456 \pm 0.029$ | 0.417 | $0.456 \pm 0.028$ | 0.416 | $0.456 \pm 0.028$ | 0.415 | $0.457 \pm 0.028$ | 0.415 |
| 10 | 1 | 1 | 0.5 | $0.474 \pm 0.015$ | 0.121 | $0.474 \pm 0.015$ | 0.120 | $0.475 \pm 0.015$ | 0.120 | $0.475 \pm 0.015$ | 0.120 |
| 10 | 1 | 1 | 0.8 | $0.789 \pm 0.015$ | 0.115 | $0.789 \pm 0.015$ | 0.115 | $0.789 \pm 0.015$ | 0.114 | $0.789 \pm 0.015$ | 0.11 .11 |
| 20 | 5 | 1 | 0.5 | $0.489 \pm 0.007$ | 0.014 | $0.489 \pm 0.007$ | 0.014 | $0.489 \pm 0.007$ | 0.014 | $0.489 \pm 0.007$ | 0.01.1 |
| 10 | 0 | 2 | 0.5 | $0.476 \pm 0.027$ | 0.414 | $0.493 \pm 0.020$ | 0.198 | $0.505 \pm 0.019$ | 0.198 | $0.501 \pm 0.019$ | 0.181 |
| 50 | 0 | 2 | 0.5 | $0.520 \pm 0.068$ | 0.470 | $0.494 \pm 0.021$ | 0.044 | $0.494 \pm 0.021$ | 0.044 | $0.499 \pm 0.020$ | 0.019 |
| 10 | 0.5 | 2 | 0.5 | $0.443 \pm 0.031$ | 0.483 | $0.443 \pm 0.027$ | 0.372 | $0.445 \pm 0.026$ | 0.359 | $0.469 \pm 0.025$ | 0.311 |

> Each case is based on $n_{1}=\frac{5000}{n}$ samples of size $n$ and a standard error is given for each mean to indicate the
> precision of the Monte Carlo computation.


Fig. 2.1 - Mean-Square-Error and Estimate of variance of the estimator of $\theta_{1}$,
the mixing proportion in a mixture of two normal distributions $\mathbb{N}(0,1)$ and the mixing proportion
$N(1, I)$, for varying $n$.
the standard error of $\overline{\hat{\theta}}$ is defined by $S / \sqrt{n_{1}}$ and

$$
\text { Mean-Square-Error }=\left\{\frac{1}{n_{l}} \sum_{i=1}^{n_{l}}\left(\hat{\theta}_{l}^{(i)}-\theta\right)^{2}\right\} .
$$

In our Monte Carlo studies, we took $m$ to be an even integer ani $t_{1}, \ldots, t_{m}$ were chosen as follows;

$$
\begin{array}{rlrl}
t_{j} & =-\frac{(m / 2)-(j-1)}{100} & & j=1, \ldots,(m / 2) \\
& =\frac{j-(m / 2)}{100} & j=(m / 2)+1, \ldots, m
\end{array}
$$

where it is clear that these choices are merely arbitrary and bear no optimal properties. Table 2.2 gives estimates of $\theta_{1}$, corresponding to Table 2.1, using the method of moments, described in this chapter, for different values of m and for $\mathrm{N}=5000$.

Further, taking $\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=1, \frac{\sigma_{2}}{\sigma_{1}}=1$ and $\theta=0.5$, the mean-squareerror of $\hat{\theta}_{1}^{*}$ and estimate of $\operatorname{Var}_{\hat{\theta}}\left(Z_{\hat{1}}^{*}\right)$ were plotted against $n$ when $N=5000$ and $m=6$. This is shown in Figure 2.1 where it is clearly seen that as $n$ becomes larger than 20 , both quantities $\operatorname{Var}_{\underset{\sim}{\theta}}\left(\mathrm{Z}_{\underset{1}{*}}^{*}\right)$ and mean-square-error of $\hat{\theta}_{1}^{*}$ decrease rapidly.

### 2.8 Conclusions

The asymptotic properties of the estimator of $\underset{\sim}{\theta}$ derived in this chapter, together with the Monte Carlo studies, indicate that the estimates (2.2.11) and (2.4.2) are reliable and the method of estimation works Well in practice for moderate sample sizes. The first feature of the method is its simplicity. It provides unbiased CAN estimates in a very simple manner. However its rather general nature indicates that we cannot hope for very efficient estimates in small samples.

The efficiency will, however, be improved if the generalized sum of squares

$$
\begin{equation*}
\left(\underset{\sim}{\lambda}-{\underset{\sim}{A}}^{A \theta}\right) \cdot C^{-1}(\underset{\sim}{\lambda}-\underset{\sim}{A}) \tag{2.3.I}
\end{equation*}
$$

is minimized with respect to $\underset{\sim}{\theta}$. Indeed the value of $\underset{\sim}{e}$ minimizing (2.8.1) is, by the Gauss Markoff theorem, the minimum variance linear unbiased estimator of $\underset{\sim}{\theta}$ for a given set of values $t_{1}, \ldots, t_{m}$. But minimizing (2.8.1) requires full knowledge (up to a constant multiple) of $C$ which is not available, since the elements ${\underset{\sim}{\theta}}^{c_{0}}(r, s) r, s=1, \ldots, m$ of $C$ depend on the unknown vector $\underset{\sim}{\theta}$. Thus some problems are caused which will be discussed in the next chapter.

## CHAPTER 3

## LEAST SQUARES ESTIMATION

### 3.1 Introduction

It was indicated in the last chapter that to increase the efficiency of the estimate of $\theta$, the vector of the mixing proportions in the mixture of distributions $G_{\theta}($.$) given by (2.2.1), the generalized$ sum of squares given by (2.8.1) should be minimized. But since the covariance matrix $C$ with $c_{\theta}(r, s)$, given by (2.3.3), as its ( $\left.r, s\right)$ th element depends on $\theta$, the minimization procedure becomes more complicated than usual. In practice, however, it is suggested by some authors that if the covariance matrix is not available, one should use an estimate of it. Rao [44] showed that by merely substituting an estimate of the covariance matrix in the least squares estimate, the optimal properties are not necessarily preserved and improvements, depending on the structure of the covariance matrix, can be made. Gleser and Olkin [23] discuss the problem of maximum likelihood estimation of the covariance matrix in a linear model when the residual error vector has a multivariate normal distribution.

In this chapter, we consider a special case of the method of estimation suggested in the last chapter which is of particular interest in itself. We define

$$
\begin{aligned}
h(x, t) & =1 & & t \in \mathcal{X}, \quad x \leq t \\
& =0 & & \text { otherwise }
\end{aligned}
$$

so that the $\lambda_{\underset{\sim}{e}}(t) \quad j=1, \ldots, k$ given by (2.2.3) become identical to the component distribution functions $F_{j}(t)$ for $t \in \mathcal{X}$ and also $\lambda_{n}(t)$ given by (2.2.5) becomes the empirical distribution function $G_{n}(t)$ for $t \in \mathcal{X}$. We shall see that in this case the elements $c_{\theta}(r, s) ; r, s=1, \ldots, m$ of the covariance matrix $C$ become quadratic functions of $\theta$. Using this property, $C$ is inverted and the generalized Least Squares (GIS)
estimation of $\underset{\sim}{\theta}$ is discussed.

After the explanation of the GLS estimation 0 ㅋin section 3.2, the properties of the estimate are investigated in section 3.3. In section 3.4 , the GLS estimator is derived for the class of mixtures of two rectangular distributions and section 3.5 compares the method of estimation discussed in this chapter with that of the previous chapter in the light of some Monte Carlo studies. Section 3.7 is devoted to the discussion of the GLS estimator of $\underset{\sim}{\theta}$ from ungrouped data.

### 3.2 Method of Estimation

$$
\text { Define } \begin{aligned}
h(x, t) & =1 & & t \in \mathcal{X} \text { and } x \leq t \\
& =0 \quad & & \text { otherwise },
\end{aligned}
$$

then from the definition of $\lambda_{e_{j}}(t) \quad j=1, \ldots, k$ given in (2.2.3), we have

$$
\lambda_{\underset{\sim}{e}}(t)=E_{e_{j}}(h(x, t))=\dot{P}_{\underset{\sim}{e}}(x \leq t)=F_{j}(t) \quad t \in \mathcal{X} j=1, \ldots, k
$$

where $P_{e_{j}}$ is the probability measure corresponding to the distribution function $F_{j}$ for $j=1, \ldots, k$. Similarly from (2.2.2), ${\underset{\sim}{\theta}}^{( }(t)={\underset{\sim}{\theta}}(t)$ and further from (2.2.5),

$$
\lambda_{n}(t)=\frac{1}{n} \sum_{i=1}^{n} h\left(x_{i}, t\right)=\frac{1}{n}\left(n o . \text { of } x_{i} \leq t\right)=G_{n}(t) \quad t \in \mathscr{X}
$$

where $x_{i}$ is the realization of the random variable $X_{i}$ with ${\underset{\sim}{\theta}}^{(.)}$as its distribution function. Thus we can write (2.2.8) as

$$
\begin{equation*}
G_{n}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(x)+\varepsilon(x) \quad x \in \mathscr{X} \tag{3.2.1}
\end{equation*}
$$

Choose distinct values $t_{1}, \ldots, t_{m} ; t_{j} \in \mathfrak{X}$ for $j=1, \ldots, m$ and $m \geq k$ such that the rank of the matrix $A$ in (2.2.9) which now becomes

$$
A=\left[\begin{array}{ccc}
F_{1}\left(t_{1}\right) & \ldots & F_{k}\left(t_{1}\right)  \tag{3.2.2}\\
F_{1}\left(t_{2}\right) & \ldots & F_{k}\left(t_{2}\right) \\
\vdots & & \vdots \\
F_{1}\left(t_{m}\right) & \ldots & F_{k}\left(t_{m}\right)
\end{array}\right]
$$

is exactly k. For this condition to hold, it suffices to ensure that $t_{1}, \ldots, t_{m}$ are chosen so that for each pair of distribution functions $F_{i}$ and $F_{j} i, j=1, \ldots, k$ i $\neq j$, there is at least one value $t_{r}$; $I \leq r \leq m$ such that $F_{i}\left(t_{r}\right) \neq F_{j}\left(t_{r}\right)$. Since the choice of the values $t_{1}, \ldots, t_{m}, m \geq k$ is not in general unique, the term "partition" or "grouping" will be used to refer to any particular choice of these values.

Evaluating (3.2.1) at $t_{1}, \ldots, t_{m}$, we obtain the linear model

$$
\begin{equation*}
\underset{\sim}{G}=A \underset{\sim}{A \theta}+\underset{\sim}{\varepsilon} \tag{3.2.3}
\end{equation*}
$$

where $A$ is given by (3.2.2), $G_{n}=\left(G_{n}\left(t_{1}\right), \ldots, G_{n}\left(t_{m}\right)\right)$ ' and as before $\underset{\sim}{\varepsilon}=\left(\varepsilon\left(t_{1}\right), \ldots, \varepsilon\left(t_{m}\right)\right)^{\prime}$ and $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime}$. Note that $\underset{\sim}{A \theta}=\underset{\sim}{G}=$ $\left(G_{\theta}\left(t_{1}\right), \ldots, G_{\tilde{\theta}}\left(t_{m}\right)\right)^{\prime}$.

The generalized least squares (GLS) estimator of $\underset{\sim}{\theta}$ is defined as that value of $\underset{\sim}{\theta}$ minimizing the generalized sum of squares (GSS) given by

$$
\begin{equation*}
\Phi(\underset{\sim}{\theta})={\underset{\sim}{\varepsilon}}^{\prime} C^{-1} \underset{\sim}{\varepsilon}=(\underset{\sim}{G}-\underset{\sim}{A \theta}) \cdot C^{-1}\left(G_{n}-A \theta\right) \tag{3.2.4}
\end{equation*}
$$

and thus it is clear that the covariance matrix $C$ has to be inverted so that (3.2.4) can be minimized. But note that the ( $r, s$ ) th element of C is

$$
\begin{aligned}
{\underset{\sim}{\theta}}^{c_{\theta}}(r, s) & =\operatorname{cov}_{\underset{\theta}{ }}\left(h\left(X, t_{r}\right), h\left(X, t_{s}\right)\right) \quad r, s=1, \ldots, m \\
& =\underset{\sim}{E_{\theta}}\left(h\left(X, t_{r}\right) \cdot h\left(X, t_{s}\right)\right)-{\underset{\sim}{\theta}}^{E_{\sim}}\left(h\left(X, t_{r}\right)\right){\underset{\sim}{\theta}}^{\left(h\left(X, t_{s}\right)\right)}
\end{aligned}
$$

$$
\begin{align*}
& ={\underset{\sim}{\theta}}^{G_{\theta}}\left(\min \left(t_{r}, t_{s}\right)\right)-\underset{\sim}{G_{\theta}}\left(t_{r}\right){\underset{\sim}{\theta}}^{G_{s}}\left(t_{s}\right) \tag{3.2.5}
\end{align*}
$$

where $\min (x, y)=\left\{\begin{array}{ll}x & x \leq y \\ y & y \leq x\end{array}\right.$. Therefore, we cen see that since $G_{\theta}($.$) is a linear function of \underset{\sim}{\theta}, c_{\theta}(r, s)$ is a quadratic in $\underset{\sim}{\theta}$. We now discuss the inversion and some of the interesting properties of the covariance matrix C.

Without loss of generality, we can assume

$$
t_{1}<t_{2}<\ldots<t_{m},
$$

and hereafter we suppose that $t_{1}, \ldots, t_{m}$ are chosen in such a way that $F_{j}(.) ; I \leq j \leq k$ attains two distinct values when evaluated at $t_{r}$ and $t_{s} r \neq s, r, s=1, \ldots, m$, i.e.

$$
F_{j}\left(t_{r}\right) \neq F_{j}\left(t_{s}\right) \quad i \neq s \quad r, s=1, \ldots, m \quad j=1, \ldots, k
$$

Then by the monotonicity of $\mathrm{F}_{\mathrm{j}}($.$) , we have$

$$
\begin{equation*}
F_{j}\left(t_{1}\right)<F_{j}\left(t_{2}\right)<\ldots<F_{j}\left(t_{m}\right) \quad j=1, \ldots, k \tag{3.2.6}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
{\underset{\sim}{\theta}}^{G_{1}}\left(t_{1}\right)<G_{\tilde{\theta}}\left(t_{2}\right)<\ldots<{\underset{\sim}{G}}^{G_{m}}\left(t_{m}\right) \tag{3.2.7}
\end{equation*}
$$

Thus from (3.2.5),

$$
\begin{equation*}
{\underset{\sim}{\theta}}_{c_{\theta}}(r, s)=\min \left(G_{\tilde{\theta}}\left(t_{r}\right),{\underset{\sim}{\theta}}_{G_{\theta}}\left(t_{s}\right)\right)-G_{\underline{\theta}}\left(t_{r}\right) G_{\theta}\left(t_{s}\right) \tag{3.2.8}
\end{equation*}
$$

and so the matrix $C$ may be written as

$$
\begin{equation*}
C=B-D \tag{3.2.9}
\end{equation*}
$$

where

$$
B=\left[\begin{array}{ccccc}
G_{\theta}\left(t_{1}\right) & G_{\theta}\left(t_{1}\right) & G_{\theta}\left(t_{1}\right) & \cdots & \tilde{G}_{\theta}\left(t_{1}\right)  \tag{3.2.10}\\
\tilde{G_{\theta}}\left(t_{1}\right) & \tilde{G_{\theta}}\left(t_{2}\right) & \tilde{G_{\theta}}\left(t_{2}\right) & \ldots & \tilde{G_{\tilde{\theta}}}\left(t_{2}\right) \\
\tilde{G_{\theta}}\left(t_{1}\right) & \left.\tilde{G_{\theta}}!t_{2}\right) \\
\tilde{G_{\theta}}\left(t_{2}\right) & \tilde{G_{\theta}}\left(t_{3}\right) & \ldots & \tilde{G_{\theta}}\left(t_{3}\right) & \tilde{G_{\theta}}\left(t_{3}\right) \\
\vdots & \tilde{\sim} & \tilde{\sim} & & \tilde{\sim} \\
\tilde{G_{\theta}}\left(t_{1}\right) & \vdots & \tilde{G_{\theta}}\left(t_{2}\right) & \vdots & \vdots \\
\tilde{G_{\theta}}\left(t_{3}\right) & \ldots & \tilde{G_{\theta}}\left(t_{m-1}\right) & \tilde{G_{\theta}}\left(t_{m-1}\right) \\
\tilde{G_{\theta}}\left(t_{2}\right) & \tilde{G_{\theta}}\left(t_{3}\right) & \cdots & \tilde{G_{\theta}}\left(t_{m-1}\right) & \tilde{G_{\theta}}\left(t_{m}\right)
\end{array}\right]
$$

and

$$
D=\underset{\sim}{\theta} \cdot \underset{\sim}{G} \cdot \underset{\sim}{G}
$$

Lemma 3.2.1: If $G_{\theta}\left(t_{1}\right)>0$, then


$$
\begin{equation*}
r=2, \ldots, m \tag{3.2.12}
\end{equation*}
$$

and therefore by (3.2.7) $\rho_{j}>0 \quad j=1, \ldots, m$.

Proof: If $G_{\theta}\left(t_{1}\right)>0$, then by (3.2.7) the rank of $B$ is exactly $m$ and thus $B^{-1}$ exists. Define an $m \times m$ matrix $R$ as follows

$$
R=\left[\begin{array}{ccccccc}
1 & & & & & & \\
-1 & 1 & & & & & \\
& -1 & & 1 & & & \\
& & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & \\
& & & & \ddots & \ddots & \\
& & & & -1
\end{array}\right]
$$

Note that the rank of $R$ is $m$ and $R^{-1}$ exists. Considシr
i.e: $Q$ is a diagonal matrix with $G_{\theta}\left(t_{1}\right)$ and $G_{\theta}\left(t_{r}\right)-G_{\theta}\left(t_{r-1}\right)$
$r=2, \ldots, m$ as its diagonal elements. Therefore we have
$Q^{-1}=R^{\prime^{-1}} B^{-1} R^{-1}$ and so $B^{-1}=R^{\prime} Q^{-1} R$. But

$$
Q^{-1}=\left[\begin{array}{llll}
\rho_{1} & & & \\
& & & \\
& \rho_{2} & & \\
& & \ddots & \\
& & & \rho_{m}
\end{array}\right]
$$

with $\rho_{1}, \ldots, \rho_{m}$ given by (3.2.12). Premultiplying $Q^{-1}$ by $R^{\prime}$ and postmultiplying by $R$, the result follows immediately.

Theorem 3.2.1: If $G_{\theta}\left(t_{1}\right)>0$ and $G_{\theta}\left(t_{m}\right)<1$, then the covariance matrix $C$ possesses an inverse of the form

$$
\begin{equation*}
C^{-1}=B^{-1}+\frac{1}{1-G_{\underline{\theta}}\left(t_{m}\right)} L \tag{3.2.13}
\end{equation*}
$$

where $L$ is an $m \times m$ matrix with zero in all the entries except the last element of the last column which is unity.

Proof: From (3.2.9), we can write

$$
C=B\left[I-B^{-1} D\right]
$$

so that

$$
\begin{equation*}
C^{-1}=\left[I-B^{-1} D\right]^{-1} B^{-1} \tag{3.2.14}
\end{equation*}
$$

Let $\quad H=B^{-1} D=B^{-1}(\underset{\sim}{G} \underset{\sim}{G} \cdot \underset{\sim}{G} \cdot \underset{\sim}{\prime})=\left(B^{-1} \underset{\sim}{G}\right) \cdot \sim_{\sim}^{G}$
and observe that the elements of the last column of $B$ are identical to the elements of ${\underset{\sim}{\theta}}^{G}$. Thus $B^{-1}{\underset{\sim}{G}}_{\theta}$ gives the last column of the identity matrix and hence

$$
H=\left[\begin{array}{llll}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 \\
G_{\underset{\theta}{ }}\left(t_{1}\right) & \underset{\sim}{G_{\theta}}\left(t_{2}\right) & \cdots & \underset{\sim}{G}\left(t_{m}\right)
\end{array}\right]
$$

The $m$ eigenvalues of $H$ are the roots of the determinental equation $\operatorname{det}(\xi I-H)=0$ i.e. $\xi^{m-1}\left(\xi-G_{\theta}\left(t_{m}\right)\right)=0$. Thus the eigenvalues of $H$ are $\xi_{1}=\xi_{2}=\ldots=\xi_{m-1}=0$ and $\xi_{m}=G_{\theta}\left(Z_{m}\right)<1$ i.e. all the eigenvalues of $H$ have moduli< $<1$. Therefore

$$
(I-H)^{-1}=I+H+H^{2}+H^{3}+\ldots
$$

It is easy to see that the higher powers of $H$ are given by

$$
H^{r}=\left[G_{\tilde{\theta}}\left(t_{m}\right)\right]^{r-1} H \quad r=1,2, \ldots
$$

so that

$$
\begin{aligned}
(I-H)^{-1} & =I+H+\left(\underset{\sim}{G^{\theta}}\left(t_{m}\right)\right) H+\left(\underset{\sim}{G_{\theta}}\left(t_{m}\right)\right)^{2} H+\ldots \\
& =I+\frac{I}{I-{\underset{\sim}{\theta}}^{\theta}\left(t_{m}\right)} H
\end{aligned}
$$

and substituting in (3.2.14),

$$
\begin{equation*}
C^{-1}=\left[I+\frac{1}{1-{\underset{\sim}{\theta}}^{( }\left(t_{m}\right)} H\right] B^{-1} \tag{3.2.15}
\end{equation*}
$$

Finally, let $L=H B^{-1}=B^{-1} D B^{-1}=B^{-1}\left(\underset{\sim}{\theta} \cdot{\underset{\sim}{\theta}}_{G}^{G}\right) B^{-I}$ i.e., $L=\left(B^{-1}{\underset{\sim}{G}}\right)\left(B^{-1} \underset{\sim}{G_{\theta}}\right)$, since $B^{-1}$ is a symmetric metrix. Furiher, since $B^{-1}{\underset{\sim}{G}}_{\theta}$ is $\tilde{\sim}$ the last column of the identity matrix, we have

$$
\mathrm{HB}^{-1}=\mathrm{L}=\left[\begin{array}{cccc}
0 & 0 & \ldots \ldots & 0 \\
0 & 0 & \ldots \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots \ldots & 0 \\
0 & 0 & \ldots \ldots & 1
\end{array}\right]
$$

and therefore from (3.2.15) we have

$$
\begin{equation*}
C^{-1}=\left[B^{-1}+\frac{1}{1-{\underset{\sim}{\theta}}_{\theta}\left(t_{m}\right)} \quad L\right] \tag{3.2.16}
\end{equation*}
$$

which is the required result.
Having obtained the inverse of $C$, we now substitute (3.2.16) into (3.2.4) to obtain the GSS. Thus

$$
\Phi(\underset{\sim}{\theta})=(\underset{\sim}{G}-\underset{\sim}{G}{\underset{\sim}{\theta}}) \cdot B^{-1}\left(\underset{\sim}{G}-{\underset{\sim}{\theta}}^{G_{\theta}}\right)+\frac{\left(G_{n}\left(t_{m}\right)-G_{\theta}\left(t_{m}\right)\right)^{2}}{1-{\underset{\sim}{\theta}}_{\underline{\theta}}\left(t_{m}\right)}
$$

and by substituting for $B^{-1}$ from (3.2.11), after some algebraic manipulations, we get

$$
\begin{equation*}
\Phi(\theta)=\sum_{r=1}^{m+1} \frac{\left[\left(G_{n}\left(t_{r}\right)-G_{n}\left(t_{r-1}\right)\right)-\left({\underset{\sim}{\theta}}\left(t_{r}\right)-G_{\theta}\left(t_{r-1}\right)\right)\right]^{2}}{G_{\sim}\left(t_{r}\right)-{\underset{\sim}{\theta}}^{G_{r-1}}\left(t_{r-1}\right)} . \tag{3.2.17}
\end{equation*}
$$

where $t_{0}$ is very small (possibly $-\infty$ ) so that $F_{j}\left(t_{o}\right)=G_{n}\left(t_{0}\right)=0$ for $j=1, \ldots, k$ and $t_{m+1}$ is very large (possibly $+\infty$ ) so that $F_{j}\left(t_{m+1}\right)=G_{n}\left(t_{m+1}\right)=1$ for $j=1, \ldots, k$. Therefore $G_{\underset{\sim}{\theta}}\left(t_{o}\right)=\sum_{j=1}^{k} \theta_{j} F_{j}\left(t_{o}\right)=0$ and $\underset{\sim}{G_{\theta}}\left(t_{m+1}\right)=\sum_{j=1}^{k} \theta_{j} F_{j}\left(t_{m+1}\right)=\sum_{j=1}^{k} \theta_{j}=1$. Note that also
$G_{n}\left(t_{r}\right)-G_{n}\left(t_{r-1}\right) \geq 0$ since $t_{r}>t_{r-1}$ for $r=2, \ldots, m+1$.
Hence the GLS estimator of $\underset{\sim}{\theta}$ can be obtained by $\operatorname{mi=i-izinz}$
(3.2.17) with respect to $\underset{\sim}{\theta}$.

### 3.3 Properties of the GLS Estimator

Let $\theta$ denote the $k$-fold Product space

$$
\theta=[0,1] \times[0,1] \times \ldots \times[0,1] .
$$

Then it is clear that $\Phi(\underset{\sim}{\theta})$ is a continuous function of $\underset{\sim}{\theta} \in \theta$.

Theorem 3.3.1: $\Phi(\theta)$ is a convex function of $\theta \in \theta$.

Proof: It is known (Hardy, Littlewood and Pólya [ 24]) that a necessary and sufficient condition that $\Phi(\theta)$ should be convex in $\theta$ is that
(i) the second partial derivatives $\frac{\partial^{2} \Phi}{\partial \theta_{i} \partial \theta_{j}}$ exists for $i, j=I, \ldots, k$.
(ii) The matrix of the second partial derivatives is positive semidefinite.

Differentiating (3.2.17) with respect to $\theta_{i}$ and $\theta_{j}$ where $1 \leq i, j \leq k$, it is easy to see that

$$
\begin{equation*}
\frac{1}{2} \frac{\partial^{2} \Phi}{\partial \theta_{i} \partial \theta_{j}}=\sum_{r=1}^{m+1} \frac{\left(F_{i}\left(t_{r}\right)-F_{i}\left(t_{r-1}\right)\right)\left(G_{n}\left(t_{r}\right)-G_{n}\left(t_{r-1}\right)\right)^{2}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right)}{\left(G_{\theta}\left(t_{r}\right)-G_{\theta}\left(t_{r-1}\right)\right)^{3}} \tag{3.3.1}
\end{equation*}
$$

which exists for all $i, j=l, \ldots, k$ and is finite for every $\underset{\sim}{\theta} \in \theta$.
Denote by $S$ a $k \times k$ matrix whose ( $i, j$ )th element is given by (3.3.1). Then for any $\underset{\sim}{b}=\left(b_{1}, \ldots, b_{k}\right) \prime \neq \underset{\sim}{0}$,
${\underset{\sim}{b}}^{\prime} \mathrm{S} \underset{\sim}{b}=\sum_{j=1}^{k} \underset{r=1}{m+1} \frac{b_{j}^{2}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right)^{2}\left(G_{n}\left(t_{r}\right)-G_{n}\left(t_{r-1}\right)\right)^{2}}{\left(G_{\theta}\left(t_{r}\right)-{\underset{\sim}{\theta}}^{( }\left(t_{r-1}\right)\right)^{3}}$

$$
\begin{align*}
& =\sum_{r=1}^{m+1}\left\{\frac{\left(G_{n}\left(t_{r}\right)-G_{n}\left(t_{r-1}\right)\right)^{2}}{\left(G_{\theta}\left(t_{r}\right)-G_{\theta}\left(t_{r-1}\right)\right)^{3}}\left(\sum_{j=1}^{k} b_{j}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right)\right)^{2}\right\} \tag{3.3.2}
\end{align*}
$$

which by using (3.2.7) shows that $\underset{\sim}{b} ' s \underset{\sim}{b} \geq 0$, proving the positive semidefiniteness of $s$. Hence the theorem is proved.

Corollary 3.3.1: If $t_{1}, \ldots, t_{m}$ are chosen so that $G_{n}\left(t_{r}\right) \neq G_{n}\left(t_{r-1}\right)$ for every $1 \leq r \leq m+1$, i.e. if each of the intervals $\Delta_{r}=t_{r}-t_{r-l}$ $r=1, \ldots$, m +1 contains at least one observation, then $\Phi(\underset{\sim}{\Phi})$ is a. strictly convex function of $\underset{\sim}{\theta} \in \theta$.

Proof: $\Phi(\theta)$ becomes a strictily convex function of $\theta \in \theta$ whenever (3.3.2) is strictly positive, i.e. when $S$, the matrix of the second partial derivatives of $\underset{\sim}{\Phi}(\theta)$, is positive definite. Thus assuming $G_{n}\left(t_{r}\right) \neq G_{n}\left(t_{r-1}\right)$ for every $r=1, \ldots, m+1$, it suffices to show that

$$
\sum_{j=1}^{k} b_{j}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right) \neq 0
$$

for at least one $I \leq r \leq m+1$. Suppose on the contrary that

$$
\sum_{j=1}^{k} b_{j}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right)=0
$$

for every $r=1, \ldots, m+1$. Then

$$
\begin{aligned}
\sum_{j=1}^{k} b_{j}=\sum_{j=1}^{k} b_{j} F_{j}\left(t_{m}\right)=\sum_{j=1}^{k} b_{j} F_{j}\left(t_{m-1}\right)=\ldots & =\sum_{j=1}^{k} b_{j} F_{j}\left(t_{1}\right) \\
& =\sum_{j=1}^{k} b_{j} F_{j}\left(t_{0}\right)=0
\end{aligned}
$$

But since the rank of the natrix A given by (3.2.2) is exaニjuy $\underline{y}$, k $\sum_{j=1}^{\sum} b_{j} F_{j}\left(t_{r}\right)=0$ for $r=1, \ldots, m+1$ if and only $i I_{1} z_{1}=b_{2}=\ldots=$ $b_{k}=0$, contradicting the fact that $\underset{\sim}{b}=\left(b_{1}, \ldots, b_{k}\right)^{\prime} \neq 0$. Hence there is at least one $r, l \leq r \leq m+1$, such that

$$
\sum_{j=1}^{k} b_{j}\left(F_{j}\left(t_{r}\right)-F_{j}\left(t_{r-1}\right)\right) \neq 0
$$

proving the positive definiteness of S .
We conclude therefore, from the standard properties of convex functions, that if $\Phi(\underset{\sim}{\theta})$ has any stationary points then they must be minimum points. Further any local minimum of $\Phi(\theta)$ is an absolute minimum for if $\Phi(\underset{\sim}{\theta})$ has a local minimum at ${\underset{\sim}{O}}_{\theta}^{O} \in \theta$, then given any $\underset{\sim}{\theta} \in \theta, \Phi(\underset{\sim}{\theta}) \leq \Phi\left((1-\alpha){\underset{\sim}{\theta}}_{0}+\alpha \underset{\sim}{\theta}\right)$ for sufficiently small $0<\alpha<1$. By using the convexity of $\Phi(\underset{\sim}{\theta}), \Phi(\underset{\sim}{\theta}) \leq(1-\alpha) \Phi(\underset{\sim}{\theta})+\alpha \Phi(\underset{\sim}{\theta})$ for all $\underset{\sim}{\theta} \in \theta$. Thus $\Phi(\underset{\sim}{\theta}) \leq \Phi(\underset{\sim}{\theta})$ for all $\underset{\sim}{\theta} \in \theta$ showing that $\theta_{0}$ is an absolute minimum point.

It is also worth noting that the condition of the corollary 3.3.1 for $\Phi(\underset{\sim}{\theta})$ becoming a strictly convex function of $\underset{\sim}{\theta} \in \theta$ is sufficient and not in general necessary. However if $\Phi(\theta)$ is a strictly convex function of $\theta \in \theta$, then $\Phi(\theta)$ has at most one unique minimum in $\theta$. This is easy to see for if there are two points $\underset{\sim}{\theta}$ and $\underset{\sim}{\theta_{0}^{*}}$ in $\theta$ at which the derivative with respect to $\underset{\sim}{\theta}$ of $\Phi(\underset{\sim}{\theta})$ vanishes, then ${\underset{\sim}{0}}_{0}^{\theta}$ and ${\underset{\sim}{0}}_{\theta}^{*}$ are both absolute minimum
 for every $0<\alpha<1$. Now

$$
\begin{aligned}
& \left.\alpha \Phi(\underset{\sim}{\theta})+(1-\alpha) \Phi(\underset{\sim}{\theta})<\alpha \Phi(\alpha \underset{\sim}{\theta})+(1-\alpha){\underset{\sim}{\theta}}_{\theta}^{*}\right)+(1-\alpha) \dot{\Phi}\left(\alpha \theta_{0}+(1-\alpha) \theta_{0}^{*}\right) \\
& =\Phi(\alpha \underset{\sim}{\theta}+(1-\alpha) \underset{\sim}{\underset{\sim}{\theta}} \underset{\sim}{*})
\end{aligned}
$$

for every $0<\alpha<1$. This contradicts the strict convexity of $\Phi(\underset{\sim}{\theta})$. The asymptotic properties of the GLS estimator, obtained by
minimizin! $\left(\underset{\sim}{(\theta)}\right.$ ) in (3.2.17), can readily be estajlisinez. Let $\pi_{i}(\theta)$ be the probsbility of having an observation in the interval
$\Delta_{i}=t_{i}-t_{i-1} ; i=1, \ldots, m+1$ and let $n_{i}$ be the corresponding group frequencies. Note that $\Delta_{i}$ carries the mass $p_{i}=\frac{n_{i}}{n}$ in the sample distribution and the mass $\pi_{i}(\theta)$ in the hypothetical distribution. Then it is immediately seen from (3.2.17) that

$$
\begin{equation*}
\Phi(\theta)=\sum_{i=1}^{m+1} \frac{\left(\pi_{i}(\theta)-p_{i}\right)^{2}}{\pi_{i}(\theta)}=\sum_{\underset{\sim}{(\theta)}}^{m+1} \frac{p_{i}^{2}}{\pi_{i}(\theta)}-1 \tag{3.3.3}
\end{equation*}
$$

and it is well-known that $n\left(\sum_{i=1}^{m+1} \frac{p_{i}^{2}}{\pi_{i}(\theta)}-1\right)$ has, for large $n$, a central $x^{2}$ distribution with $m$ degrees of freedom (Cramér [15]). Hence minimizing (3.3.3) constitutes the celebrated minimum $\chi^{2}$ method of estimation. The estimating equations are then obtained, by differentiating (3.3.3) with respect to $\theta_{j}$ for $j=1, \ldots, k$, to be

$$
\begin{equation*}
\sum_{i=1}^{m+1} \frac{p_{i}^{2}}{\pi_{i}^{2}(\theta)} \frac{\partial \pi_{i}(A)}{\partial \theta_{j}}=0 \quad j=1, \ldots, k \tag{3.3.4}
\end{equation*}
$$

Rao [43] has proved that the estimating equations (3.3.4) have the following properties;
(i) With probability approaching unity, there is a root $\hat{\theta}_{n}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ ' of the set of equations (3.3.4) with the property that if we denote by $\quad \underset{\sim}{Z}=\left(Z_{1}, \ldots, Z_{k}\right)^{\prime}$, the random vector whose realization is $\hat{\theta}_{\sim}$, then ${\underset{\sim}{n}}^{n}$ converges in probability to the true parameter value $\underset{\sim}{\theta^{*}}=\left(\theta_{\mathcal{L}}^{*}, \ldots, \theta_{k}^{*}\right)$ ', i.e. ${\underset{\sim}{n}}_{n}$ is a consistent estimator of ${\underset{\sim}{*}}^{*}$.
(ii) This consistent estimator is unique in the sense that if there is another root $\hat{\theta}_{\sim}^{+}=\left(\hat{\theta}_{1}^{+}, \ldots, \hat{\theta}_{k}^{+}\right) \prime \neq \hat{\theta}_{\sim}^{n}$ of the set of equations (3.3.4) which is also a consistent estimator of $\theta_{\sim}^{*}$ and if $\hat{\theta}_{\sim}^{+}$is the realization of the random vector $Z_{\sim}^{+}=\left(Z_{1}^{+}, \ldots, Z_{k}^{+}\right)$, then $\sqrt{n}\left(\underset{\sim}{Z}\left(Z_{n}-Z_{n}^{+}\right) \rightarrow 0\right.$ in probability as $n \rightarrow \infty$.
 normal with mean vector $\underset{\sim}{0}$ and covariance matrix ezual to the inverse of the Fisher's information matrix (Cramsr-Rao lower bound).
(iv) With probability approaching unity, the absolute minimum of (3.3.3) is attained at a root of (3.3.4).

### 3.4 An Example

The estimating equations given by (3.3.4) cannot in general be solved analytically. However, for the class of mixtures of rectangular distributions analytic solutions may be obtained. In this section, we consider a mixture of two rectangular distributions and obtain the GLS estimator of $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$ ', the vector of the mixing proportions.'

Let $F_{1}(x)$ and $F_{2}(x)$ be the distribution functions of two rectangular distributions. Then the mixture of $F_{1}(x)$ and $F_{2}(x)$ with mixing proportions $\theta_{1}$ and $\theta_{2}=1-\theta_{1}$ with $0 \leq \theta_{1} \leq l$ respectively, will depend on the scalar parameter $\theta_{1}$ only and may be written as

$$
\underset{\sim}{G_{\theta}}(x)=\theta_{1} F_{1}(x)+\left(1-\theta_{1}\right) F_{2}(x) \quad 0 \leq \theta_{1} \leq 1
$$

where we assume that the ranges of $F_{1}(x)$ and $F_{2}(x)$ are independent of $\theta_{1}$. We further assert that, without loss of generality, one of the component distributions, say $F_{1}(x)$, can be assumed to be the distribution function of a random variable, uniformly distributed over the interval $[0,1]$. This condition can always be maintained by the use of the transformation $Y=F_{1}(X)$. That is if the distribution function of a random variable $X$ is the mixture of $F_{1}(x)$ and $F_{2}(x)$ with ranges $\left[a_{1}, b_{1}\right]$ and $\left[a_{2}, b_{2}\right]$ respectively with $a_{j}$ and $b_{j} j=1,2$ being finite and independent of $\theta_{1}$ so that

$$
F_{1}(x)=\left\{\begin{array}{lr}
0 & x \leq a_{1} \\
\frac{x-a_{1}}{b_{1}-a_{1}} & a_{1} \leq x \leq b_{1} \\
1 & x \geq b_{1}
\end{array}\right.
$$

and

$$
F_{2}(x)=\left\{\begin{array}{lr}
0 & x \leq a_{2} \\
\frac{x-a_{2}}{b_{2}^{-a}} & a_{2} \leq x \leq b_{2} \\
I & x \geq b_{2}
\end{array}\right.
$$

then the distribution function of the random variable $Y=F_{I}(X)$ is the mixture of two rectangular distribution functions with ranges $[0,1]$ and $\left[\frac{a_{2}^{-a}}{b_{1}-a_{1}}, \frac{b_{2}^{-a_{1}}}{b_{1}-a_{1}}\right]$ respectively.

Letting $a=\frac{a_{2}^{-a} 1}{b_{1}-a_{1}}$ and,$b=\frac{b_{2}^{-a_{1}}}{b_{1} a_{1}}$, the required condition is maintained.

So let

$$
F_{1}(x)=\left\{\begin{array}{lr}
0 & x \leq 0 \\
x & 0 \leq x \leq 1 \\
1 & x \geq 1
\end{array}\right.
$$

and

$$
F_{2}(x)=\left\{\begin{array}{lr}
0 & x \leq a \\
\frac{x-a}{b-a} & a \leq x \leq b \\
1 & x \geq b
\end{array}\right.
$$

where $a$ and $b$ are finite and independent of $\theta_{1}$. The following three distinct possible situations are considered.
(i) $b>a \geq 1$ (see Fig. (i))
then

$$
{\underset{\sim}{\theta}}^{G_{\sim}}(x)=\left\{\begin{array}{lr}
0 & x \leq 0 \\
\theta_{1} x & 0 \leq x \leq 1 \\
\theta_{1} & 1 \leq x \leq a \\
\theta_{1}+\left(1-\theta_{1}\right) \frac{x-a}{b-a} & a \leq x \leq b \\
I & x \geq b
\end{array}\right.
$$



Fig. (i)

Choose

$$
\begin{aligned}
& 0=t_{0}<t_{1}<\therefore<t_{\alpha}^{?}=1 \quad 1 \leq \alpha \leq m \\
& a<t_{\alpha+1}<t_{\alpha+2}<\ldots<t_{m+1}=b .
\end{aligned}
$$

and

Note that no values of $\left\{t_{i}\right\}_{i=1}^{m}$ can be chosen in the interval ( 1, a] since in such a case the condition (3.2.7) will not be satisfied. Also since the probability of having an observation in that interval is zero, the number of observations not exceeding 1 in magnitude is equal to the number of observations not exceeding a. Hence we have $G_{n}(I)=G_{n}(a)$

Now

$$
\begin{aligned}
& \pi_{i}(\underset{\sim}{\theta})={\underset{\sim}{\theta}}^{\theta}\left(t_{i}\right)-\underset{\sim}{G}\left(t_{i-1}\right)=\theta_{1}\left(t_{i}-t_{i-1}\right) \quad i=1, \ldots, \alpha \\
& \pi_{\alpha+1}(\underset{\sim}{\theta})=\underset{\sim}{G_{\theta}}\left(t_{\alpha+1}\right)-\underset{\sim}{G_{\theta}}\left(t_{\alpha}\right)=\theta_{1}+\left(1-\theta_{1}\right) \frac{t_{\alpha+1}-a}{b-a}-\theta_{1} \\
& =\left(1-\theta_{1}\right) \frac{t_{\alpha+1}-a}{b-a}
\end{aligned}
$$

$$
\begin{aligned}
\pi_{i}(\theta)={\underset{\sim}{\theta}}^{G_{\theta}}\left(t_{i}\right)-\underset{\sim}{G}\left(t_{i-1}\right)=\left(1-\theta_{1}\right) & \frac{t_{i}-t_{i-1}}{b-a} \\
i & =\alpha+2, \ldots, m+1 .
\end{aligned}
$$

Substituting the above values in (3.3.4), we get

$$
\begin{equation*}
\frac{1}{\hat{\theta}_{1}^{2}} \sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{t_{i}^{-t}{ }_{i-1}}-\frac{b-a}{\left(1-\hat{\theta}_{1}\right)^{2}}\left(\frac{p_{\alpha+1}^{2}}{t_{\alpha+1}^{-a}}+\sum_{i=\alpha+2}^{m+1} \frac{p_{i}^{2}}{t_{i}^{-t} t_{i-1}}\right)=0 \tag{3.4.1}
\end{equation*}
$$

where $\hat{\theta}_{1}$ denotes the least squares estimate of $\theta_{1}$, and $\theta_{2}$ is estimated by $1-\hat{\theta}_{1}$. The solution of (3.4.1) is

$$
\begin{equation*}
\hat{\theta}_{1}=\frac{\left[\sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{t_{i}-t_{i-1}}\right]^{\frac{1}{2}}}{\left[\sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{t_{i}-t_{i-1}}\right]^{1 / 2}+\left[(b-a)\left[\frac{p_{\alpha+1}^{2}}{t_{\alpha+1}^{-a}}+\sum_{i=\alpha+2}^{m+1} \frac{p_{i}^{2}}{t_{i}^{-t_{i-1}}}\right)\right]^{1 / 2}} \tag{3.4.2}
\end{equation*}
$$

In particular if we choose $\alpha=1$, i.e. $t_{0}=0, t_{1}=1$ and $t_{2}=b$, we have

$$
\begin{aligned}
& p_{1}=G_{n}(1)-G_{n}(0)=G_{n}(1) \\
& p_{2}=G_{n}(b)-G_{n}(1)=G_{n}(b)-G_{n}(a)
\end{aligned}
$$

so that (3.4.2) gives

$$
\begin{equation*}
\hat{\theta}_{1}=\frac{G_{n}(1)}{G_{n}(1)+G_{n}(b)-G_{n}(a)}=\frac{G_{n}(1)}{G_{n}(b)} \tag{3.4.3}
\end{equation*}
$$

which we now show is the maximum likelinood estimator of $\theta_{1}$.
The logarithm of the likelihood function is

$$
L=n G_{n}(I) \ln \theta_{I}+n\left(G_{n}(b)-G_{n}(a)\right)\left(\ln \left(l-\theta_{I}\right)-\ln (b-a)\right)
$$

and upon differentiating $L$ with respect to $\theta_{I}$ and solving $\frac{\partial L}{d \theta_{I}}=0$,
we obtain the root

$$
\hat{\theta}_{1}=\frac{G_{n}(1)}{G_{n}(1)+G_{n}(b)-G_{n}(a)}=\frac{G_{n}(1)}{G_{n}(b)}
$$

which is identical to (3.4.3). Hence the estimator (3.4.3) has all the well-known asymptotic properties of the maximum likelihood estimator (Cramér [15])
(ii)
$\mathrm{a}>0 \quad \mathrm{~b}<1 \quad$ (See Fig. (ii))
then

Fig. (ii)

Choose $0=t_{0}<t_{1}<\ldots<t_{\alpha}=a<t_{\alpha+1}<\ldots<t_{\beta}=3<t_{\beta+1}<\ldots<t_{m+1}=1$

$$
0<\alpha<\beta \leq m
$$

If either $a=0$ or $b=1$ (but not both), obvious adjustments are made
in the choice of $\left\{t_{i}\right\}_{i=1}^{m}$.
We therefore have

$$
\begin{aligned}
\pi_{i}(\theta) & =\theta_{1}\left(t_{i}-t_{i-1}\right)=\theta_{1} \Delta_{i} & & =1, \ldots, \alpha \\
& =\theta_{1} \Delta_{i}+\left(1-\theta_{1}\right) \frac{\Delta_{i}}{b-a} & & \vdots=\alpha+1, \ldots, 3 \\
& =\theta_{1} \Delta_{i} & & i=\beta+1, \ldots, m+1 .
\end{aligned}
$$

Substituting in (3.3.4), we get

$$
\frac{1}{\hat{\theta}_{1}^{2}} \sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{\Delta_{i}}-\frac{\left[\frac{1}{b-a}-1\right]}{\left[\hat{\theta}_{1}+\frac{1-\hat{\theta}_{1}}{b-a}\right]^{2}} \sum_{i=\alpha+1}^{\beta} \frac{p_{i}^{2}}{\Delta_{i}}+\frac{1}{\hat{\theta}_{1}^{2}} \sum_{i=\beta+1}^{m+1} \frac{p_{i}^{2}}{\Delta_{i}}=0
$$

giving the least squares estimator of $\theta_{1}$ as

$$
\left.\hat{\theta}_{1}=\frac{\left[\sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{\Delta_{i}}+\sum_{i=\beta+1}^{m+1}\right.}{} \frac{p_{i}^{2}}{\Delta_{i}}\right]^{1 / 2} .
$$

In particular if $m=2$, so that $t_{0}=0, t_{1}=a, t_{2}=b$ and $t_{3}=1$, we get
$\hat{\theta}_{1}=\frac{\left[\frac{G_{n}^{2}(a)}{a}+\frac{\left(1-G_{n}(b)\right)^{2}}{1-b}\right]^{1 / 2}}{[1-(b-a)]\left[\frac{\left[G_{n}^{2}(a)\right.}{a}+\frac{\left(1-G_{n}(b)\right)^{2}}{1-b}\right]^{1 / 2}+[1-(b-a)]^{1 / 2}\left(G_{n}(b)-G_{n}(a)\right)}$.

Let $Z_{n}$ be a random variable whose realization $\hat{\theta}_{I}$ is given by (3.4.4). We prove that $Z_{n}$ has the same limiting distribution as the maximum likelihood estimator of $\theta_{1}$ as $n \rightarrow \infty$. Recall that $\Gamma_{n}(x)$, being the random function with realization $G_{n}(x)$, converges in probability to $G_{\theta}(x)$.

Now, the logarithm of the likelihood function of $\theta_{1}$ is
$L=n G_{n}(a) \ln \left(\theta_{1}\right)+n\left(G_{n}(b)-G_{n}(a)\right) \ln \left(\theta_{1}+\frac{1-\theta_{1}}{b-a}\right)+n\left(1-G_{n}(b)\right) \ln \left(\theta_{1}\right)$.

Differentiating with respect to $\theta_{1}$,

$$
\begin{equation*}
\frac{d L}{d \theta_{1}}=\frac{n G_{n}(a)}{\theta_{1}}+n\left(G_{n}(b)-G_{n}(a)\right) \frac{I-\frac{I}{b-a}}{\theta_{1}+\frac{1-\theta_{1}}{b-a}}+\frac{n\left(1-G_{n}(b)\right)}{\theta_{I}} \tag{3.4.5}
\end{equation*}
$$

from which $\theta_{1}^{+}$, the maximum likelinood estimator of $\theta_{1}$, being the root of (3.4.5) is given by

$$
\theta_{1}^{+}=\frac{G_{n}(a)+1-G_{n}(b)}{a+1-b}
$$

Let $Z_{n}^{+}$be a random variable with realization $\theta_{1}^{+}$and consider

$$
\begin{aligned}
Z_{n}-Z_{n}^{+}= & {\left[\frac{\left[\frac{\Gamma_{n}^{2}(a)}{a}+\frac{\left(1-\Gamma_{n}(b)\right)^{2}}{1-b}\right]^{1 / 2}}{(a+1-b)\left[\frac{\Gamma_{n}^{2}(a)}{a}+\frac{\left(1-\Gamma_{n}^{2}(b)\right)^{2}}{1-b}\right]^{1 / 2}+(a+1-b)\left(\Gamma_{n}(b)-\Gamma_{n}(a)\right)}\right.} \\
& -\frac{\Gamma_{n}(a)+1-\Gamma_{n}(b)}{a+1-b} \\
& \frac{\left(\Gamma_{n}(b)-\Gamma_{n}(a)\right)\left\{(a+1-b)^{1 / 2}\left[\frac{\Gamma_{n}^{2}(a)}{a}+\frac{\left(1-\Gamma_{n}(b)\right)^{1 / 2}}{1-b}\right]^{1 / 2}-\left(\Gamma_{n}(a)+1-\Gamma_{n}(b)\right)\right\}}{(a+1-b)^{1 / 2}\left\{(a+1-b)\left[\frac{\Gamma_{n}^{2}(a)}{a}+\frac{\left(1-\Gamma_{n}(b)\right)^{2}}{1-b}\right]^{1 / 2}+(a+1-b)^{1 / 2}\left(\Gamma_{n}(b)-\Gamma_{n}(a)\right)\right\}}
\end{aligned}
$$

Now, as $n \rightarrow \infty \Gamma_{n}(a) \xrightarrow{p} G_{\theta}(a)=\theta_{I}$ a and $\Gamma_{n}(b) \xrightarrow{p} G_{\theta}(b)=\theta_{I} b+\left(I-\theta_{I}\right)$ and since $\left(Z_{n}-Z_{n}^{+}\right)$is a continuous function of $\Gamma_{n}(a)$ and $\Gamma_{n}(b)$, it is seen that as $n \rightarrow \infty, Z_{n}-Z_{n}^{+} \xrightarrow{p} 0$. Therefore $Z_{n}$ and $Z_{n}^{+}$have the same asymptotic distributions, i.e. $\mathrm{Z}_{\mathrm{n}}$ is asymptotically normally distributed with mean $\theta_{1}$ and variance equal to the Cramér-Rao lower bound which is easily found to be

$$
\frac{\theta_{1}\left[\theta_{1}(b-a)+\left(1-\theta_{1}\right)\right]}{n[1-(b-a)]} .
$$

(iii) $0<a<1, b>1 \quad$ (see Fig. (iii))

Then

$$
{\underset{\sim}{\theta}}^{\theta}(x)= \begin{cases}\theta_{1} x & 0 \leq x \leq a \\ \theta_{1} x+\left(1-\theta_{1}\right) \frac{x-a}{b-a} & a \leq x \leq 1 \\ \theta_{1}+\left(1-\theta_{1}\right) \frac{x-a}{b-a} & 1 \leq x \leq b \\ 1 & x \geq b\end{cases}
$$



Fig. (iii)

Choose $0=t_{0}<t_{1}<\ldots<t_{\alpha}=a<t_{\alpha+1}<\ldots<t_{\beta}=1<t_{\beta+1}<\ldots<$

$$
t_{m+1}=b \quad 0<\alpha<\beta \leq m
$$

If $a=0$, then we choose $\alpha=0$.
We therefore have

$$
\begin{aligned}
\pi_{i}(\theta) & =\theta_{1} \Delta_{i} & & i=1, \ldots, \alpha \\
& =\theta_{1} \Delta_{i}+\left(1-\theta_{1}\right) \frac{\Delta_{i}}{b-a} & & i=\alpha+1, \ldots, \beta \\
& =\left(1-\theta_{1}\right) \frac{\Delta_{i}}{b-a} & & i=\beta+1, \ldots, m+1
\end{aligned}
$$

and substituting in (3.3.4) we get

$$
\frac{1}{\hat{\theta}_{1}^{2}} \sum_{i=1}^{\alpha} \frac{p_{i}^{2}}{\Delta_{i}}+\frac{\left[1-\frac{1}{b-a}\right]}{\left[\hat{\theta}_{1}+\frac{1-\hat{\theta}_{1}}{b-a}\right]} \sum_{i=\alpha+1}^{\beta} \frac{p_{i}^{2}}{\Delta_{i}}-\frac{(b-a)}{\left(1-\hat{\theta}_{1}\right)^{2}} \sum_{i=\beta+1}^{m+1} \frac{p_{i}^{2}}{\Delta_{i}}=0
$$

resulting in the following quartic equation in $\hat{\theta}_{1}$, the estimate of $\theta_{1}$;

$$
\begin{equation*}
c_{0} \hat{\theta}_{1}^{4}+c_{1} \hat{\theta}_{1}^{3}+c_{2} \hat{\theta}_{1}^{2}+c_{3} \hat{\theta}_{1}+c_{L}=0 \tag{3.4.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& c_{0}=(1-\omega)\left[(1-\omega) S_{1, \alpha}+S_{\alpha+1, \beta}-\frac{1-\omega}{\omega} S_{\beta+1, m+1}\right] \\
& c_{1}=-2(1-\omega)\left[(1-4 \omega) S_{1, \alpha}+S_{\alpha+1, m+1}\right] \\
& \left.c_{2}=\left[(1-\omega)^{2}+\omega(5 \omega-4)\right] S_{1, \alpha}+(1-\omega) S_{\alpha+1, \beta}-\omega S_{\beta+1, m+1}\right] \\
& c_{3}=2 \omega(1-2 \omega) S_{1, \alpha} \\
& c_{4}=\omega^{2} S_{1, \alpha}
\end{aligned}
$$

with $\quad \omega=\frac{1}{b-a}$ and $\quad S_{r, \ell}=\sum_{i=r}^{\ell} \frac{p_{i}^{2}}{\Delta_{i}} \quad 1 \leq r<\ell \leq m+1$.

It is known that the polynomials of degree up to and including 4 are solvable. A quartic is first reduced to a cubic and is then solved. We can also solve the quartic (3.4.6) by Ferrani's method based on dissecting the quartic into the difference of the squares of a quadratic and a linear function of $\hat{\theta}_{1}$ (Archbold [2]).

Thus it is possible to obtain $\hat{\theta}_{1}$ from (3.4.5), but unfortunately the underlying solution becomes intractable. However with some numerical values, the roots can easily be found.

### 3.5 Monte Carlo Studies

In order to compare the method of estimation of $\theta$ suggested in this chapter with that of chapter 2, we consider a mixture of two normal distributions and derive the estimate of $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$ ' where $\theta_{2}=1-\theta_{1}$ and $0 \leq \theta_{1} \leq 1$.

We mentioned in section 2.7 that one of the component distributions can, without loss of generality, be assumed to be the distribution function of the standard normal distribution $\mathbb{N}(0,1)$, i.e. a normal
distribution with mean zers and variance unity. So $1= \pm$

$$
\begin{array}{rr}
\mathrm{G}_{\theta}(\mathrm{x})=\theta_{1} F_{1}(x)+\left(1-\theta_{1}\right) F_{2}(x) & 0 \leq \theta_{1} \leq 1  \tag{3.5.1}\\
& -\infty<x<\infty
\end{array}
$$

where

$$
F_{1}(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left\{-\frac{1}{2} y^{2}\right\} d y
$$

and

$$
F_{2}(x)=\frac{1}{\sqrt{2 \pi} \sigma} \int_{-\infty}^{x} \exp \left\{-\frac{1}{2 \sigma^{2}}(y-\mu)^{2}\right\} d y
$$

The values $t_{l}, \ldots, t_{m}$ can be chosen to be any $m$ distinct ordered finite real values such that $t_{1}<t_{2}<\ldots<t_{m}$. This gives

$$
F_{j}\left(t_{1}\right)<F_{j}\left(t_{2}\right)<\ldots<F_{j}\left(t_{m}\right) \quad j=1,2
$$

and consequently

$$
\underset{\sim}{G_{\theta}}\left(t_{1}\right)<{\underset{\sim}{\theta}}\left(t_{2}\right)<\ldots<{\underset{\sim}{\theta}}^{G_{m}}\left(t_{m}\right) .
$$

Hence the conditions of the lemma 3.2.1 and the theorem 3.2.1 are satisfied and the covariance matrix given by (3.2.9) possesses an inverse. Note that

$$
\begin{align*}
& \pi_{i}(\theta)=\underset{\sim}{\theta} G_{\dot{\theta}}\left(t_{i}\right)-{\underset{\sim}{\theta}}\left(t_{i-1}\right)= \\
& \theta_{1}\left(F_{1}\left(t_{i}\right)-F_{1}\left(t_{i-1}\right)\right)+  \tag{3.5.2}\\
&\left(1-\theta_{1}\right)\left(F_{2}\left(t_{i}\right)-F_{2}\left(t_{i-1}\right)\right)
\end{align*}
$$

with $t_{o}=-\infty$ and $t_{m+1}=+\infty$. So by differentiating (3.5.2) with respect to $\theta_{1}$,

$$
\begin{equation*}
\frac{d \pi_{i}(\theta)}{d \theta_{1}}=\left(F_{1}\left(t_{i}\right)-F_{1}\left(t_{i-1}\right)\right)-\left(F_{2}\left(t_{i}\right)-F_{2}\left(t_{i-1}\right)\right) \tag{3.5.3}
\end{equation*}
$$

and therefore by substituting (3.5.2) and (3.5.3) in (3.3.4), the
estimatirg equation is obtained as

$$
\begin{equation*}
\sum_{i=1}^{m+1} \frac{p_{i}^{2}\left(\beta_{1 i}-\beta_{2 i}\right)}{\theta_{1} \beta_{1 i}+\left(1-\theta_{1}\right) \beta_{2 i}}=0 \tag{3.5.4}
\end{equation*}
$$

where $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $j=1,2$ and for $i=1, \ldots, m+1$. The root of (3.5.4) constitutes the GLS estimate of $\theta_{1}$.

A sample of size $n$ was generated from the mixture (3.5.1) by sampling with probability $0 \leq \theta_{1} \leq 1$ from $N(0,1)$ and with probability $\theta_{2}=1-\theta_{1}$ from $N\left(\mu, \sigma^{2}\right)$. Choosing the real values $t_{1}<t_{2}<\ldots<t_{m}$, the root of (3.5.4) was obtained by using standard numerical techniques on the computer. The experiment was repeated $n_{1}$ times where $n \cdot n_{1}=\mathbb{N}$ being a fixed number.

In our Monte Carlo studies, the values $t_{1}$ and $t_{m}$ were chosen as
and

$$
\begin{equation*}
t_{1}=\min \left(\mu_{1}-2 \sigma_{1}, \quad \mu_{2}-2 \sigma_{2}\right) \tag{3.5.5}
\end{equation*}
$$

$$
\begin{equation*}
t_{m}=\max \left(\mu_{1}+2 \sigma_{1}, \quad \mu_{2}+2 \sigma_{2}\right) \tag{3.5.6}
\end{equation*}
$$

and the distance $t_{m}-t_{l}$ was divided into ( $m-1$ ) equal intervals. The values $t_{2}, \ldots, t_{m-1}$ were then chosen as the division points, so that

$$
t_{i}=t_{1}+(i-1) \frac{t_{m}-t_{1}}{m-1} \quad i=1, \ldots, m
$$

The choices of $t_{1}$ and $t_{m}$ given by (3.5.5) and (3.5.6) respectively, seem reasonable since over $95 \%$ of the observations from each component of $G_{\theta}$ (.) fall in the interval $t_{m}{ }^{-t_{1}}$. Analogous to table 2.2, table 3.1 gives the GLS estimator of $\theta_{1}$ for different values of $m$ when $N=5000$. The mean-square-error of each estimate and the standard error of each mean are calculated as explained in section 2.7. Comparing the two tables, it is seen that for large $m$, the estimate of $\theta_{1}$ is improved.

To investigate the dependence of the GLS estimator of $\theta_{1}$ upon the number of division points $m$, we picked the case when $\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=1$
Table 3.1
Generalized Least Squares estimator of the mixing pronortion in various mixtures of two normal distributions

Each case is based on $n_{1}=\frac{5000}{n}$ samples of size $n$. The standard error of each mean is given
to indicate the accuracy of the Monte Carlo computation.


Fig. 3.1 - The Mean-Square-Error of the generalized Least Squares estimator of the mixing proportion in a mixture of two normal distributions $N(0,1)$ and $N(1,1)$, against $m$, the number of division points of the sample space, for different sample sizes.


Fig. 3.2 - The Mean-Square-Error of the generalized Least Squares estimate of the mixing proportion in a mixture of two normal distributions $\mathbb{N}(0,1)$ and $N(l, l)$, for varying sample sizes.
and $\frac{\sigma_{2}}{\sigma_{1}}=1$ and plotted the mean-square error of our $C ; \leq s t i m a t o r$ of $\theta_{1}$ against $m$ for different sample sizes. The value of $\mathbb{N}$ was taken to be 5000. Figure 3.1 shows that for relatively large $n$, the eifect of choosing $m$ greater than 20 is very little and perhaps, in some cases, not worth the computational effort.

Finally, for the same values of $\left(\mu_{2}-\mu_{1}\right) / \sigma_{1}, \sigma_{2} / \sigma_{1}$ and $N$ and with $m=10$, we plotted the mean-square-error of the GLS estimator of $\theta$ against $n$ in figure 3.2. Again, as in section 2.7, the sharp fall of the curve as $n$ increases, is noted.

### 3.6 Discussion

It can be argued that if the data is available ungrouped, then both the number of classes $m$ and the division points $\left\{t_{i}\right\}_{i=1}^{m}$ may be chosen in many different ways and we always run the risk of influencing our results by these arbitrary choices of the class intervals. As R.A. Fisher points out "grouping causes a loss of information. By grouping we sacrifice knowledge of the exact size of the single observation, and hope to get compensation by an easier collection of our data".

The problem of finding the "best" choice of partitions of the sample space is of crucial concern in statistics and some authors have considered the problem in specific cases. Here, we mention just some of the more important publications in this subject. Gjeddebael [22] considers different problems concerned with the estimation of the mean and variance of a normal population. He compares their maximum likelihood estimators when the observations are grouped with the corresponding estimates obtained from ungrouped data. The comparison is based on the asymptotic efficiencies of the estimates and he concludes that the loss of information due to grouping is not asymptotically significant when the group intervals are about twice the standard deviation.

The author gives examples of applications to some other stetisticel problems. Also in the cortext of maximum likelihood esiimetion, Kulldorf [ 32] makes a thorough study of some of the specialized problems of maximum likelihood estimation from grouped data.

Cox [13] has considered the problem of grouping in a more general context. He associates a value $\xi_{i}$ to the $i$ th group and this value is given to an individual falling in that group. Then the random variable $\xi(\mathrm{X})$ being a function of the random variable X , whose range is to be partitioned, is defined by $\xi(x)=\xi_{i}$ where $x$ is in the range corresponding to the ith group. The author defines the loss due to grouping an individual in the ith group as $\left(x-\xi_{i}\right)^{2} / \sigma^{2}$ where $\sigma^{2}$ is the variance of $X$. He then considers the problem of minimizing the expected loss given by $E[X-\xi(X)]^{2} / \sigma^{2}$. In the theory of $\chi^{2}$-test also, the problem of optimum grouping is discussed by some authors. Mann and Wald [36] suggest that the width of the class intervals be determined so that under the null hypothesis, specifying the distribution completely, the probability content of the classes are equal.

It is now clear that there is no general theory of the choice of partition points of the sample space. By the nature of the difficulties of the problem, outlined above, a complete solution to the problem is unlikely to be forthcoming soon.

Now, as far as our estimation problem is concerned, we are, to begin with, required to define what is meant by the "best" choices of $m$ and $\left\{t_{i}\right\}_{i=1}^{m}$. When the grouping is done for convenience of exposition, any mathematical condition set up to define the "best" system of grouping is bound to be somewhat artificial. It seems reasonable to try to minimize the variance of the estimate, but unfortunately obtaining an explicit formula@ for the variance of the estimate seems impractical.

In practice, we may form our class intervals with full knowledge of the data and then proceed as though these intervals were known
a priori. Ihis seems intuitively plausible since any fizea set of class intervals leads to the same asymptotic distribution. But, in small samples, to increase the accuracy, the general feeling of the statisticians is to put more computational work by increasing the number of intervals and choosing the intervals small enough to avoid classes with high expected frequencies. Thus the necessity to consider the case when $m \rightarrow \infty$ becomes evident and this is done in the next section.
3.7 The Generalized Least Squares Estimation of $\theta$ from Ungrouped Data

Let $s=G_{\theta}(x)$ for $x \in \mathcal{X}$ and define $W_{n}(s)=G_{n}(x), \Omega_{n}(s)=\Gamma_{n}(x)$. Put $y_{n}(s)=s \tilde{-} W_{n}(s)$ and $Y_{n}(s)=s-\Omega_{n}(s)$. Then we have the linear model

$$
\begin{equation*}
s=W_{n}(s)+\varepsilon(s)= \tag{3.7.1}
\end{equation*}
$$

where $0 \leq s \leq l$ and $\varepsilon(s)$ is the realization of a random function $\&(s)$
with $E_{\theta}(\&(s))=0$ for every $0 \leq s \leq 1$. Similarly, let $s^{\prime}=G_{\theta}\left(x^{\prime}\right)$ for $x^{\prime} \tilde{\mathcal{Z}} \mathfrak{X}$ and define $W_{n}\left(s^{\prime}\right), \Omega_{n}\left(s^{\prime}\right)$ accordingly. Then

$$
\begin{align*}
\underset{\sim}{\theta}\left(s, s^{\prime}\right) & =\operatorname{Cov}_{\underset{\sim}{\theta}}\left(Y_{n}(s), Y_{n}\left(s^{\prime}\right)\right)=\operatorname{Cov}_{\underset{\sim}{\theta}}\left(\Omega_{n}(s), \Omega_{n}\left(s^{\prime}\right)\right) \\
& =\operatorname{Cov}_{\underset{\sim}{\theta}}\left(\Gamma_{n}(x), \Gamma_{n}\left(x^{\prime}\right)\right)=\min \left({\underset{\sim}{\theta}}^{G_{\theta}}(x),{\underset{\sim}{\theta}}^{G_{\theta}}\left(x^{\prime}\right)\right)-{\underset{\sim}{\theta}}_{G_{\theta}}(x) \underset{\sim}{G_{\theta}}\left(x^{\prime}\right) \\
& =\min \left(s, s^{\prime}\right)-s s^{\prime} . \tag{3.7.2}
\end{align*}
$$

It is well-known that $\underset{\sim}{K_{\theta}}\left(s, s^{\prime}\right)$, being a positive definite symmetric kernel, can be expressed uniquely in terms of its eigenvalues $j \pi, j=1,2, \ldots$ and the corresponding eigenvectors $\sin (j \pi s)$ as

$$
K_{\theta}\left(s, s^{\prime}\right)=\frac{2}{\pi^{2}} \sum_{j=1}^{\infty} \frac{\sin (j \pi s) \sin \left(j \pi s^{\prime}\right)}{j^{2}}
$$

where the series is uniformly and absolutely convergent (Anaenson and Darling [1]).

To begin with, assume that $s=G_{\theta}(x)$ is a simple function of $x \in \mathcal{X}$ taking only distinct values $s_{1}, \ldots, s_{m}$ such that $0<s_{1}<s_{2}<\ldots<s_{m}<1$. Then, denoting by $\Sigma$, the $m \times m$ matrix with ( $i, j$ ) th element given by $\mathrm{K}_{\boldsymbol{\theta}}\left(\mathrm{s}_{\mathrm{i}}, \mathrm{s}_{j}\right)$ for $\mathrm{i}, j=1, \ldots, m$, from (3.7.2), we have

$$
\Sigma=\left[\begin{array}{lllll}
s_{1} & s_{1} & \cdots & \cdots & s_{1} \\
s_{1} & s_{2} & \cdots & \cdots & s_{2} \\
\vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots \\
s_{1} & s_{2} & \cdots & \cdots & s_{m}
\end{array}\right]-\left[\begin{array}{cccc}
s_{1}^{2} & s_{1} s_{2} & \cdots \cdots & s_{1} s_{m} \\
s_{1} s_{2} & s_{2}^{2} & \cdots \cdots & s_{2} s_{m} \\
\vdots & \vdots & & \vdots \\
s_{1} s_{m} & s_{2} s_{m} & \cdots \cdots & s_{m}^{2}
\end{array}\right]
$$

Note that if in (3.2.9), we put $\left.s_{j}={\underset{\sim}{\theta}}^{( } t_{j}\right)$ for $j=1, \ldots, m$, then $\Sigma$. becomes identical to C. Hence analogous to the theorem 3.2.1, we have
where $\delta s_{j}=s_{j}-s_{j-1} j=1, \ldots, m+1$ and $s_{o}=0, s_{m+1}=1$.
Denote by $\underset{\sim}{y}$, the $m \times 1$ vector $\underset{\sim}{y}=\left(y_{n}\left(s_{1}\right), \ldots, y_{n}\left(s_{m}\right)\right)$ ' and let $\Delta\left(s_{j}\right)=y_{n}\left(s_{j}\right)-y_{n}\left(s_{j-1}\right), \gamma_{n}\left(s_{j}\right)=W_{n}\left(s_{j}\right)-W_{n}\left(s_{j-1}\right)$ for $j=1, \ldots, m$.
Then the GSS in the linear model (3.7.1) is given by

$$
\begin{equation*}
\underset{\sim}{y^{\prime}} \Sigma^{-1} \underset{\sim}{y}=\sum_{j=1}^{m+1} \frac{\left(\Delta\left(s_{j}\right)\right)^{2}}{\delta s_{j}}=\sum_{j=1}^{m+1}\left(\frac{\delta s_{j}-\gamma_{j 1}\left(s_{j}\right)}{\delta s_{j}}\right)^{2} \delta s_{j} \tag{3.7.3}
\end{equation*}
$$

For an appropriate sequence of progressively finer intervals $\delta s_{j}$, $j=1, \ldots, m+1$, it is seen that as $m \rightarrow \infty$, the limit of (3.7.3) is

$$
\begin{equation*}
\Phi(\underset{\sim}{\theta})=\int\left(\frac{d G_{n}(x)-d G_{\theta}(x)}{d G_{\tilde{\theta}}(x)}\right)_{\sim}^{2} \underset{\sim}{\theta}(x)=\int\left(\frac{\partial G_{\underline{n}}(x)}{d G_{\tilde{\theta}}(x)}\right)^{2} d G_{\tilde{\theta}}(x)-1 . \tag{3.7.4}
\end{equation*}
$$

Thus the GLS estimator of $\underset{\sim}{\theta}$ is that value $\hat{\theta}_{\sim}{ }_{n}$ which minimizes (3.7.4). It is interesting to note the similarity of (3.7.4) with the measure of distance defined by Bartlett and Macdonald [4]. They define the least squares estimator of $\underset{\sim}{\theta}$ as the value minimizing

$$
\int \frac{\left(d G_{n}(x)-d G_{\theta}(x)\right)^{2}}{d W(x)}
$$

where $W$ is a suitable increasing function of $x$ and conclude that the best choice of $W(x)$ is indeed $G_{\theta}(x)$ since with this choice, the estimate of $\underset{\sim}{\theta}$ will be asymptotically efficient.

In the following, we establish the asymptotic properties of the GLS estimator of $\underset{\sim}{\theta}$. For simplicity, we deal with the case $\mathrm{k}=2$, although there is an immediate generalization. Let $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$ ' denote the vector of the mixing proportions $\theta_{1} ; 0 \leq \theta_{1} \leq 1$ and $\theta_{2}=1-\theta_{1}$ in the mixture

$$
{\underset{\sim}{\theta}}^{G_{\theta}}(x)=\theta_{1} F_{1}(x)+\theta_{2} F_{2}(x) \quad x \in \mathscr{X}
$$

and suppose ${\underset{\sim}{*}}_{*}^{*}=\left(\theta_{1}^{*}, \theta_{2}^{*}\right)$ with $0 \leq \theta_{1}^{*} \leq 1$ and $\theta_{2}^{*}=1-\theta_{1}^{*}$ is the vector of the true parameter values.

Notation: In the sequel, the well-know $:$ ymbols $o_{Q}($.$) anc O_{D}($. will be used to denote the rate of conver€ence in probajility. Trus if $U_{n}=o_{p}\left(W_{n}\right)$ as $n \rightarrow \infty$, then for any $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} \operatorname{Prob}\left(\left|U_{n} / W_{n}\right|>\varepsilon\right)=0
$$

and similarly $U_{n}=O_{p}\left(W_{n}\right)$ if there exists a constant $C, O<C<\infty$, such that

$$
\lim _{\mathrm{n} \rightarrow \infty} \operatorname{Prob}\left(\left|U_{\mathrm{n}} / \mathrm{W}_{\mathrm{n}}\right| \leq C\right)=1 .
$$

Lemma 3.7.1: The function $\Phi(\theta)$ given by (3.7.4) is infinitely differentiable with respect to $\theta_{I}$ under the integral sign.

Proof: From (3.7.4),

$$
\underset{\sim}{\Phi}(\theta)=\theta_{1} \int\left(\frac{d G_{n}(x)}{d G_{\theta}(x)}\right)^{2} d F_{1}(x)+\left(1-\theta_{1}\right) \int\left(\frac{\sigma_{n}(x)}{d G_{\theta}(x)}\right)^{2} d F_{2}(x)-1
$$

and using the Lebesgue dominated convergence theorem, $\Phi(\theta)$ is infinitely differentiable with respect to $\theta_{1}$ whenever
$\frac{\partial^{r}}{\partial \theta_{l}^{r}}\left(\frac{d G_{n}(x)}{\partial G_{\theta}(x)}\right)^{2}$ exists for $r=1,2, \ldots$ and is bounded by a function of $x \in \mathfrak{X}$ only (except possibly for a set of points to which $F_{1}($.$) and F_{2}($. assign zero probability) which is integrable with respect to $F_{1}($.$) and$ $\mathrm{F}_{2}($.$) . Now$

$$
\left|\frac{\partial^{r}}{\partial \theta}\left(\frac{d G_{n}(x)}{\partial G_{\theta}(x)}\right)^{2}\right|=(r+1):\left|\frac{\left(d F_{1}(x)-d F_{2}(x)\right)^{r}\left(d G_{n}(x)\right)^{2}}{(\underset{\sim}{\theta}(x))^{r+2}}\right|
$$

$$
\begin{aligned}
& =\left\{\begin{array}{l}
(r+1): \frac{\left(d F_{1}(x)-d F_{2}(x)\right)^{r}\left(d G_{n}(x)\right)^{2}}{\left(\theta_{1}\left(d F_{1}(x)-d F_{2}(x)\right)+d F_{2}(x)\right)^{r+2}} \text { for } x \in\left\{y: y \in \mathscr{X}, d F_{1}(y) \geq d F_{2}(y)\right\} \\
(r+1): \frac{\left(d F_{2}(x)-d F_{1}(x)\right)^{r}\left(d G_{n}(x)\right)^{2}}{\left(d F_{1}(x)+\left(1-\theta_{1}\right)\left(d F_{2}(x)-d F_{1}(x)\right)\right)^{r+2}} \text { for } x \in\left\{y: y \in X, d F_{1}(y) \leq d F_{2}(y)\right\}
\end{array}\right. \\
& \leq\left\{\begin{array}{l}
(r+1): \frac{\left(d F_{1}(x)-d F_{2}(x)\right)^{r}\left(d G_{n}(x)\right)^{2}}{\left(d F_{2}(x)\right)^{r+2}} \text { for } x \in\left\{y: y \in \mathscr{X}, d F_{1}(y) \geq d F_{2}(y)\right\} \\
(r+1): \frac{\left(d F_{2}(x)-d F_{1}(x)\right)^{r}\left(d G_{n}(x)\right)^{2}}{\left(d F_{1}(x)\right)^{r+2}} \quad \text { for } x \in\left\{y: y \in \mathfrak{X}, d F_{1}(y) \leq d F_{2}(y)\right\}
\end{array}\right.
\end{aligned}
$$

for $r=1,2, \ldots$. Thus the conditions of the dominated convergence theorem are satisfied and the lemma is proved.

Suppose now that the distribution functions $F_{1}($.$) and F_{2}($.$) and$ hence $G_{\theta}($.$) are absolutely continuous and there exists densities$

$$
\begin{gathered}
f_{1}(x)=\frac{d F_{1}(x)}{d x}, f_{2}(x)=\frac{d F_{2}(x)}{d x} \text { and } \underset{\sim}{g_{\theta}}(x)=\frac{\tilde{d} E_{\theta}(x)}{d x} \text { such that } \\
\underset{\sim}{g_{\theta}(x)=\theta_{1} f_{1}(x)+\left(1-\theta_{1}\right) f_{2}(x) \quad \quad x \in \mathfrak{X} .} .
\end{gathered}
$$

Theorem 3.7.1: If we denote by $\underset{\sim}{Z}=\left(Z_{1}, Z_{2}\right)$ ' the random vector whose realization $\hat{\theta}_{\mathrm{n}}=\left(\hat{\theta}_{1}, \hat{\theta}_{2}\right)$ 'is the GLS estimator of $\underset{\sim}{\theta}$, then $\underset{\sim}{Z}$ is CAN with asymptotic variance reaching the Cramer-Rao lower bound.

Proof: Using the lemma 3.7.1 and differentiating $\Phi \underset{\sim}{(\theta)}$, given by (3.7.4), with respect to $\theta_{1}$, we see that $Z_{1}$ is the root of

$$
\begin{equation*}
\frac{d \Phi(\theta)}{d \theta_{1}}=-\int \frac{\left(d r_{n}(x)-d G_{\theta}(x)\right)\left(d F_{1}(x)-d F_{2}(x)\right)}{d{\underset{\sim}{\theta}}^{G_{n}}(x)}\left(1+\frac{d r_{n}(x)}{d G_{\underset{\theta}{\theta}}(x)}\right) . \tag{3.7.5}
\end{equation*}
$$

Now $d \Gamma_{n}(x) \equiv \Gamma_{n}(x+\Delta x)-\Gamma_{n}(x)$ where $\Delta x: c$ is a very small quantity and recall (c.f. equation (1.3.4)) that

$$
\Gamma_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} n\left(x-x_{j}\right) \quad x \in \mathscr{X}
$$

where $X_{1}, \ldots, X_{n}$ are independent random variables with common distribution function ${\underset{\sim}{\theta}}^{(.)}$and $\eta($.$) is the well-known Heaviside function. Since$

$$
\underset{\sim}{E_{\theta}}\left[\eta\left(x-x_{j}\right)\right]=\int \eta(x-t) d \underset{\sim}{\theta} \underset{\sim}{G}(t)={\underset{\sim}{G}}^{G_{\theta}}(x) \quad x \in \mathcal{X},
$$

then $\Gamma_{n}(x) \xrightarrow{p} G_{\theta}(x)$ as $n \rightarrow \infty$ for every $x \in \mathfrak{X}$ and therefore

$$
\begin{aligned}
\Gamma_{n}(x+\Delta x)-\Gamma_{n}(x) \stackrel{p}{\rightarrow} \int_{x}^{x+\Delta x} \underset{\sim}{E_{\theta}}(t) d t & =\underset{\sim}{G_{\theta}}(x+\Delta x)-{\underset{\sim}{\theta}}_{G_{\theta}}(x) \\
& \equiv d{\underset{\sim}{\theta}}(x) \text { as } n \rightarrow \infty .
\end{aligned}
$$

Hence for sufficiently large $n, \frac{d \Gamma_{n}(x)}{d G_{\underset{\theta}{ }}(x)}=1+o_{p}(1)$ and thus (3.7.5) gives

$$
\frac{\mathrm{d} \Phi(\theta)}{\mathrm{d} \theta_{1}}=-\int \frac{\left(\mathrm{d} \Gamma_{\mathrm{n}}(\mathrm{x})-\mathrm{dG} \mathrm{G}_{\theta}(\mathrm{x})\right)\left(\mathrm{dF}_{1}(\mathrm{x})-\mathrm{dF}_{2}(\mathrm{x})\right)}{\mathrm{dG}(\mathrm{\theta})}\left(2+o_{p}(1)\right)
$$

which shows that for sufficiently large $n$, the influence of the term involving $\circ_{p}(1)$ is negligible and $Z_{l}$ is the root of

$$
\begin{align*}
& \int \frac{d F_{1}(x)-d F_{2}(x)}{d G_{\theta}(x)}\left(d \Gamma_{n}(x)-d G_{\theta}(x)\right)=\int \frac{f_{1}(x)-f_{2}(x)}{g_{\theta}(x)} d \Gamma_{n}(x) \\
&=\frac{1}{n} \sum_{\underset{j=1}{n}}^{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}  \tag{3.7.6}\\
& g_{\dot{\theta}}\left(x_{j}\right)
\end{align*}
$$

and consequently $\theta_{1}$ is the root of

$$
\begin{equation*}
\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\sim}\left(x_{j}\right)}=0 \tag{3.7.7}
\end{equation*}
$$

where $x_{1}, \ldots, x_{n}$ are the realizations of $X_{1}, \ldots, x_{n}$ respectively.
But it will be show later in section 5.2 that the root of (3.7.7) corresponds to the maximum likelihood estimator of $\theta_{1}^{*}$ and therefore by the well-known properties of the maximum Iikelinood estimators, $Z_{1}$ (being the root of (3.7.6) for sufficiently large $n$ ) possesses the asymptotic properties stated in the theorem.

### 3.8 Conclusions

The claim that the consideration of the covariance matrix in the minimization of the sum of squares, will improve the efficiency of the estimate of the vector of the mixing proportions $\underset{\sim}{\theta}$, is now justified. It is seen that by defining $h(x, t)$ as in section 3.2 , and minimizing the generalized sum of squares, a fully efficient estimator of $\underset{\sim}{\theta}$ is obtained.

The difficulties, however, are clearly in solving the resulting equations. To solve (3.3.4) analytically is, of course, an impractical task and unless some numerical approach, e.g. successive substitution is taken, the estimation procedure cannot be usefully employed. This approach is discussed in the next chapter.

## CHAPTER 4

## LEAST SQUARES ESTIMATION - USE OF ITERATITOY

4.1 Introduction

It is clear that since the covariance matrix C given by (3.2.9) depends on $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)$ ', the estimating equations (3.3.4) become non-linear functions of $\theta_{1}, \ldots, \theta_{k}$ and thus the Gis estimator of $\underset{\sim}{\theta}$, i.e. the value of $\theta$ minimizing (3.2.17), becomes very cumbersome to calculate. In fact, in most instances a solution cannot be obtained directly. In this chapter, we propose an iterative procedure whereby the covariance matrix is calculated in each step and is used to find the GLS estimate of $\underset{\sim}{\theta}$ in the following step. It turns out that the sequence of estimators obtained in this way has special characteristics and indeed when $m$ in (3.3.4) is large, the process converges to the maximum likelihood estimate of $\underset{\sim}{\theta}$.

In Section 4.2, the iterative process is introduced and it is shown that when
(i) the partioning of the sample space $\mathfrak{X}$ is done by fixing the division points $t_{1}<t_{2}<\ldots<t_{m}$ satisfying (3.2.7),
(ii) the random sample $X_{1}, \ldots, X_{n}$ with realizations $x_{1}, \ldots, x_{n}$ respectively, from the mixture of distributions $G_{\theta}(x)$ given by (2.2.1), is grouped accordingly,
(iii) the iteration process is started with a consistent estimate of $\underset{\sim}{\theta}$,
then the estimator of $\underset{\sim}{\theta}$ obtained after a l-cycle iteration is CAN with minimum attainable variance with respect to such a grouping. The results of a small Monte Carlo study are presented in Section 4.3. Discussing the iteration process for the ungrouped data in Section 4.4, we prove that the process will converge to the maximum likelihood estimator of $\underset{\sim}{\theta}$. It is assumed in Section 4.4 that the densities $f_{1}(x), \ldots, f_{k}(x)$ and
hence $\underset{\sim}{g_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} f_{j}(x)$, where $\underset{\sim}{\theta}=\left(\theta_{1_{k}}, \ldots, \theta_{k}\right) \prime \in \varepsilon, 0 \geq$ tine aistrioution functions $F_{1}(x), \ldots, F_{k}(x)$ and $\underset{\sim}{G_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(x)$ respectively exist and are differentiable with respect to $x \in \mathcal{X}$. Recall from Section 3.3 that 0 denotes the $k$-fold product space $[0,1] \times[0,1] \times \ldots \times[0,1]$.

### 4.2 The Iteration Process

An arbitrary value of $\underset{\sim}{\theta}$, say $\underset{\sim}{\hat{\theta}} \hat{n}_{(0)}^{(0)}\left(\hat{\theta}_{I}^{(0)}, \ldots, \hat{\theta}_{k}^{(0)}\right)^{\prime}$ is chosen in $\theta$ such that $\sum_{j=1}^{k} \hat{\theta}_{j}^{(0)}=1$. This value is substituted in (3.2.13) for $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots,{\underset{k}{j})}_{j=1}\right.$ to obtain $C_{0}^{-1}$ which is then inserted for $C^{-1}$ in (3.2.4) to give

$$
\begin{equation*}
\Phi_{0}(\underset{\sim}{\theta})=(\underset{\sim}{G}-\underset{\sim}{A \theta}) \cdot C_{0}^{-1}(\underset{\sim}{G}-\underset{\sim}{A}) . \tag{4.2.1}
\end{equation*}
$$

To impose the constraint $\sum_{j=1}^{k} \theta_{j}=l$, put $\theta_{\ell}=1-\sum_{\substack{j=1 \\ j \neq \ell}}^{k} \theta_{j}$, for some integer $\ell, 1 \leq \ell \leq k$, in (4.2.1) and minimize it with respect to $\theta_{1}, \ldots, \theta_{\ell-1}$, $\theta_{\ell+1}, \ldots,{ }_{k-1}{ }^{k}$. (For convenience, we may choose $\ell=k$ and put
$\theta_{k}=1-\sum_{j=1} \theta_{j}$ in (4.2.1) and minimize it with respect to $\theta_{1}, \ldots, \theta_{k-1}$. Let $\hat{\theta}_{l}^{(1)}, \ldots, \hat{\theta}_{\ell-1}^{(1)}, \hat{\theta}_{\ell+1}^{(1)}, \ldots, \hat{\theta}_{k}^{(1)}$ be the minimizing values and set $\hat{\theta}_{\ell}^{(1)}=1-\sum_{j=1}^{k} \hat{\theta}_{j}^{(1)}$. Then $\underset{\sim}{\hat{\theta}} \hat{N}^{(1)}=\left(\hat{\theta}_{1}^{(1)}, \ldots, \hat{\theta}_{k}^{(1)}\right)$ ' forms the GLS

$$
\begin{aligned}
& j \neq \ell \\
& \text { of } \theta \text { after a l-cycle iteration. We now substitute } \hat{\theta}^{(1)} \text { i) }, ~
\end{aligned}
$$ estimator of $\underset{\sim}{j \neq \ell}$ after a l-cycle iteration. We now substitute $\underset{\sim}{\hat{\theta}}{ }_{\sim}^{(1)}$ in (3.2.13) for $\underset{\sim}{\theta}$ to obtain $\mathrm{C}_{l}^{-1}$ and the process is repeated so that after the rth cycle of the process $\mathrm{r}=0,1,2, \ldots$, the following steps are taken;

(i) $\underset{\sim}{\hat{\theta}} \underset{\sim}{(r)}=\left(\hat{\theta}_{l}^{(r)}, \ldots, \hat{\theta}_{k}^{(r)}\right)^{\prime}$ is substituted for $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime}$ in $G_{\underline{\theta}}\left(t_{i}\right)=\sum_{j=1}^{k} \theta_{j} F_{j}\left(t_{i}\right)$ for $i=1, \ldots, m$
(ii) Analogous to $(3.2 .12), \rho_{l}^{(r)}, \ldots, \rho_{m}^{(r)}$ are calculated from

$$
\begin{aligned}
& \left.\rho_{l}^{(r)}=\left[\underset{\sim}{\underset{\sim}{\hat{\theta}^{n}}}(r)\right]^{\left(t_{1}\right)}\right]^{-1} \text { and } \rho_{i}^{(r)}=\left[\underset{\sim}{\hat{\theta}_{n}}(r)\left(t_{i}\right)\right. \\
& \left.-\underset{\sim}{\hat{\theta}_{n}(r)}\left(t_{i-1}\right)\right]^{-1}
\end{aligned}
$$

for $i=2,3, \ldots, m$
(iii) $\rho_{1}^{(r)}, \ldots, \rho_{m}^{(r)}$ are substituted for $\rho_{1}, \ldots, \rho_{m}$ in (3.ミ.I工) to obtain $B_{r}^{-1}$.
(iv) $\mathrm{C}_{r}^{-1}$ is calculated, analogous to (3.2.13), from

$$
C_{r}^{-1}=B_{r}^{-1}+\frac{1}{1-G_{\substack{\hat{\theta}_{\sim}^{n}}}(r)_{m}^{\left(t_{m}\right)}} L
$$

where $L$, as before, is an $m \times m$ matrix with zero in all the entries except the last element of the last cclumn which is unity.
(v) $C_{r}^{-1}$, defined in this way, is inserted for $C^{-1}$ in (3.2.4) to give

$$
\begin{equation*}
\Phi_{r}(\underset{\sim}{\theta})=(\underset{\sim}{G}-\underset{\sim}{A \theta}) \cdot C_{r}^{-1}(\underset{\sim}{G}-A \theta) \tag{4.2.2}
\end{equation*}
$$

where $G_{\sim}=\left(G_{n}\left(t_{1}\right), \ldots, G_{n}\left(t_{m}\right)\right)$ ' and $A$ is as given by (3.2.2).
(vi) To impose the constraint $\sum_{j=1}^{k} \theta_{j}=1$, pick $\theta_{\ell}$ amongst $\theta_{I}, \ldots, \theta_{k}$ for some integer $l \leq \ell \leq k$ (possibily $\ell=k$ for convenience) and substitute $\theta_{\ell}=1-\sum_{j=1} \theta_{j}$ into $\mathfrak{j} \neq \ell$
$\Phi_{r}(\underset{\sim}{\theta})$, given by (4.2.2), and minimize $\Phi_{r}(\underset{\sim}{\theta})$ with respect to $\theta_{1}, \ldots, \theta_{\ell-1}, \theta_{\ell+1}, \ldots, \theta_{k}$. Call the minimizing values $\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{\ell-1}^{(r+1)}, \hat{\theta}_{\ell+1}^{(r+1)}, \ldots, \hat{\theta}_{k}^{(r+1)}$ and $\operatorname{set} \hat{\theta}_{\ell}^{(r+1)}=$ $1-\sum_{j=1}^{k} \hat{\theta}_{j}^{(r+1)}$. Then ${\underset{\sim}{n}}_{\hat{\theta}}^{(r+1)}=\left(\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{k}^{(r+1)}\right)^{\text {( forms }}$ $j \neq \ell$
the GLS estimator of $\underset{\sim}{\theta}$ after r cycles of the iteration process.
The iteration process is continued until $d\left(\hat{\sim}_{\sim}^{n}(r+1),{\underset{\sim}{n}}_{(r)}^{(r)}\right.$, where d is some suitable distance function defined over $\theta$, becomes negligible.

A practical choice of d may be

$$
\alpha(\underset{\sim}{\alpha}, \underset{\sim}{\beta})=\left[\sum_{i=1}^{k}\left(\alpha_{i}-\beta_{i}\right)^{2}\right]^{\frac{1}{2}}
$$

for any $\underset{\sim}{\alpha}, \underset{\sim}{\beta} \in R^{k}$ where $R^{k}$ is the space of $k-\dot{\alpha} i m e n s i o n=1$ real vectors. But this choice of $d$ is clearly by no means unique.

We establish in theroem 4.2.1 (below) the properiies of $\hat{\sim}_{n}^{(I)}$, the estimate of $\underset{\sim}{\theta}$ provided by a l-cycle iteration in the above process. To avoid unnecessary algebraic manipulations, the theorem will be proved for the case $k=2$,i.e. When the mixture of distributions $G_{\theta}(x)$ given by (2.2.1) consists only of two components $F_{1}(x)$ and $F_{2}(x)$. The generalization of the theorem to the case $k>2$,i.e. when ${\underset{\sim}{\theta}}^{\theta}(x)$ consists of more than two components is laborious and lengtiny and the details are given in Appendix B.

The mixture $G_{\theta}(x)$ of two distribution functions $F_{1}(x)$ and $F_{2}(x)$ with mixing proportions $0 \leq \theta_{1} \leq 1$ and $\theta_{2}=1-\theta_{1}$ respectively and with the vector of the mixing proportions $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$ ', will depend on the scalar parameter $\theta_{1}$ only and is written as

$$
{\underset{\sim}{\theta}}^{G_{\theta}}(x)=\theta_{1} F_{1}(x)+\left(1-\theta_{1}\right) F_{2}(x) \quad \begin{array}{ll}
0 \leq \theta_{1} \leq 1 \\
& x \in \mathfrak{X}
\end{array}
$$

Also, we can show that $\Phi_{r}(\underset{\sim}{\theta} \underset{\sim}{\theta}) \quad \mathrm{r}=0,1, \ldots$ given by $(4.2 .2)$ can be written as

$$
\Phi_{r}(\underset{\sim}{\theta})=\sum_{i=1}^{m+1} \frac{\left(p_{i}-\pi_{i}(\underset{\sim}{\theta})\right)^{2}}{\pi_{i}\left(\hat{\sim}_{\sim}^{(r)}\right)} \quad r=0,1,2, \ldots(4.2 .4)
$$

where, as before, $p_{i}=G_{n}\left(t_{i}\right)-G_{n}\left(t_{i-1}\right), \pi_{i}(\theta)=\underset{\sim}{\theta}{\underset{\sim}{\theta}}^{\left(t_{i}\right)}-\underset{\sim}{G_{\theta}}\left(t_{i-1}\right)$ and $\min _{i} \pi_{i}(\underset{\sim}{\theta})>0$ for $i=1, \ldots, m+1$ and for every $\underset{\sim}{\theta} \in \theta$. Substituting for $G_{\theta}(x)$ from (4.2.3) and setting the derivative with respect to $\theta_{1}$ of $\Phi_{r}(\underset{\sim}{\theta})$ equal to zero, we find that the estimate of $\theta_{1}$, after $r+1$ cycles of the iteration process is given by

$$
\underset{1}{\hat{\theta}(r+1)}=\frac{\sum_{i=1}^{m+1} \frac{\left(p_{i}-\beta_{2 i}\right)\left(\beta_{1 i}-\beta_{2 i}\right)}{\sum_{i=1}(\hat{\theta}(r))}}{\left.\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}(\hat{\theta}(r)}\right)} \quad r=0,1, \ldots(4.2 .5)
$$

where $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $j=1,2$ and for $i=1, \ldots, m+I$ with $F_{j}\left(t_{0}\right)=G_{n}\left(t_{0}\right)=0$ and $F_{j}\left(t_{m+1}\right)=G_{n}\left(t_{m+1}\right)=1$. Further, the numerator of (4.2.5) can be written as

$$
\sum_{i=1}^{m+1} \frac{\left(p_{i}-\beta_{2 i}\right)\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}=\sum_{i=1}^{m+1} \frac{\left(p_{i}-\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)\right)\left(\beta_{1 i}^{\left.-\beta_{2 i}\right)+\left(\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)-\beta_{2 i}\right)\left(\beta_{1 i}-\beta_{2 i}\right)}\right.}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}
$$

and since $\pi_{i}(\underset{\sim}{\theta})=\theta_{1} \beta_{1 i}+\left(1-\theta_{1}\right) \beta_{2 i}$ for $i=1, \ldots, m+1$, we have $\pi_{i}(\underset{\sim}{\theta})-\beta_{2 i}=\theta_{1}\left(\beta_{1 i}-\beta_{2 i}\right)$ for $i=1, \ldots, m+1$. Thus

$$
\begin{aligned}
& +\hat{\theta}_{I}(r) \sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i=1}^{m+1} \frac{p_{i}\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}+\hat{\theta}_{1}^{(r)} \sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\hat{\theta}_{\sim n}(r)\right)} \tag{4.2.6}
\end{align*}
$$

since $\sum_{i=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)=F_{1}\left(t_{m+1}\right)-F_{2}\left(t_{m+1}\right)=0$. Hence by substituting (4.2.6) in (4.2.5), we obtain

$$
\begin{equation*}
\hat{\theta}_{1}^{(r+1)}=\hat{\theta}_{1}^{(r)}+\frac{\sum_{i=1}^{m+1} \frac{p_{i}\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i}^{\left(\hat{\theta}_{\sim n}^{(r)}\right)}}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\left.\pi_{i} \hat{\theta}_{\sim n}^{(r)}\right)}} \quad r=0,1, \ldots \tag{4.2.7}
\end{equation*}
$$

 by $\underset{\sim}{\theta}=(\theta \underset{1}{*}, ~ \theta \underset{2}{*})^{\prime}$ where $0 \leq \theta \underset{1}{*} \leq 1$ and $\theta_{2}^{*}=1-\theta \underset{1}{*}$ an also use the symbol $o_{p}($.$) introduced in Section 3.7.$

Lemma 4.2.1: Let $\xi_{1}, \xi_{2}$, ... be a sequence of random variables with the distribution functions $F_{1}, F_{2}$, ... . Suppose that $F_{n}($.$) tends to a$ distribution function $F($.$) as n \rightarrow \infty$. Let $\gamma_{1}, \gamma_{2}$,... be another sequence of random variables, and suppose that $\gamma_{n}$ converges in probability to a constant $c$. Then the distribution function of $Y_{n}=\xi_{n}+\gamma_{n}$ tends to $\mathrm{F}(\mathrm{x}-\mathrm{c})$ as $\mathrm{n} \rightarrow \infty$.

Proof: Cramer [15] .

Theorem 4.2.1: Let $\underset{\sim}{\hat{\theta}} \underset{\sim}{(r)}=\left(\hat{\theta}_{I}^{(r)}, 1-\hat{\theta}_{I}^{(r)}\right)$ ' be the realization of the random vector ${\underset{\sim}{Z}}_{(r)}^{(r)}\left(Z_{1}^{(r)}, 1-Z_{1}^{(r)}\right)^{\prime}$ for $r=0, I, \ldots$ If $\hat{\theta}_{1}^{(0)}$ is a consistent estimator of $\theta_{1}^{*}$ such that $Z_{l}^{(0)}-\theta_{1}^{*}=o_{p}\left(n^{-\frac{1}{4}}\right)$ as $n \rightarrow \infty$, then $\hat{\theta}_{1}^{(1)}$ has the property that $Z_{l}^{(1)}$ is consistent asymptotically normal with asymptotic variance given by

$$
\left[\operatorname{n} \sum_{i=1}^{m+1} \frac{\left(\beta_{1 i^{-\beta}}^{2 i}\right)^{2}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right]^{-1}
$$

Proof: Denote by $P_{i}$ the random variable whose realization is $p_{i}=G_{n}\left(t_{i}\right)$ $-G_{n}\left(t_{i-1}\right)$ so that $P_{i}=\Gamma_{n}\left(t_{i}\right)-\Gamma_{n}\left(t_{i-1}\right)$ for $i=1, \ldots, m+1$. Write $Z_{1}^{(0)}=\theta_{1}^{*}+\varepsilon$ and $P_{i}=\pi_{i} \underset{\sim}{\left(\theta_{\sim}^{*}\right)}+\eta_{i}$ for $i=1, \ldots, m+1$. Then $\varepsilon=o_{p}\left(n^{-\frac{1}{4}}\right)$ as $n \rightarrow \infty$ and since $P_{i}$ is a random variable admitting first and second order moments, $\eta_{i}=o_{p}\left(n^{-\alpha}\right)$ as $n \rightarrow \infty$ for all $\alpha<1$. Thus from (4.2.7), we have

$$
\begin{aligned}
& \left.\left[\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}{ }^{-\beta} 2\right)^{2}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right]^{-1}+O(\varepsilon)\right] \\
& =z_{1}^{(0)}+\frac{\sum_{i=1}^{m+1} \frac{n_{i}\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i}\left(\theta^{*}\right)}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{n_{i}\left(\theta_{\sim}^{*}\right)}}-\varepsilon-\varepsilon \frac{\sum_{i=1}^{m+1} \frac{n_{i}\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\left(\pi_{i}\left(\theta^{*}\right)\right)^{2}}}{\sum_{i=1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\theta^{*}\right)}}+O\left(\varepsilon^{2}\right) \quad .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\sqrt{n}\left(z_{1}^{(1)}-\theta_{1}^{*}\right)=\frac{\sqrt{n} \sum_{i=1}^{m+1} \frac{n_{i}\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i}\left(\theta^{*}\right)}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i} \beta_{2 i}\right)^{2}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}}+o_{p}(1) \tag{4.2.8}
\end{equation*}
$$

and by substituting $\eta_{i}=P_{i}-\pi_{i} \underset{\sim}{\left(\theta^{*}\right)}$ in (4.2.8), and using the lemma 4.2.1, we see that the random variables $\sqrt{n}\left(Z_{1}^{(1)}-\theta_{1}^{*}\right)$ and

$$
Y=\frac{\sqrt{n} \sum_{i=1}^{m+1} \frac{P_{i}\left(\beta_{1 i}^{-\beta_{2 i}}\right)}{\sum_{i}\left(\theta^{*}\right)}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}^{-\beta_{2 i}}\right)^{2}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}}
$$

have identical asymptotic distributions.
Now, it is shown in Appendix A that the joint asymptotic distribution of $P_{1}, \ldots, P_{m+1}$ is a $(m+1)$-variate normal distribution with mean vector

$$
\left.\underset{\sim}{\pi}\left({\underset{\sim}{*}}^{*}\right)=\left(\pi_{1}\left({\underset{\sim}{*}}^{*}\right), \ldots, \pi_{m+1}{\underset{\sim}{\theta}}^{( }{ }^{*}\right)\right)^{\prime}
$$

and $(m+1) \times(m+1)$ covariance matrix $\frac{1}{n} \Sigma$, where the $(i, j)$ th element of $\Sigma$ is given by

$$
\begin{aligned}
\sigma_{i j} & =\left(\pi_{i} \underset{\sim}{\left(\theta^{*}\right)}-\pi_{i}^{2}\left({\underset{\sim}{*}}^{*}\right)\right) & i=j \\
& =-\pi_{i} \underset{\sim}{\left(\theta^{*}\right)} \pi_{j}(\underset{\sim}{\theta}) & i \neq j
\end{aligned}
$$

for $i, j=1, \ldots, m+1$. Let $\underset{\sim}{b}=\left(b_{1}, \ldots, b_{m+1}\right)$ with

$$
b_{i}=\frac{\sqrt{n} \frac{\beta_{1 i}^{-\beta} 2 i}{\pi_{i}\left(\theta^{*}\right)}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}{\underset{\sim}{*}}^{\left(\theta^{*}\right)}}}
$$

$$
i=1, \ldots, m+1
$$

and $\underset{\sim}{P}=\left(P_{1}, \ldots, P_{m+1}\right)$. Then we can write $Y=\underset{\sim}{b}{\underset{\sim}{P}}_{P}^{P}$ and hence the asymptotic distribution of $Y$ is a univariate normal distribution with mean

$$
{\underset{\sim}{\theta}}^{*}(Y)=\underset{\sim}{b} \underset{\sim}{\pi}\left({\underset{\sim}{\theta}}^{*}\right)
$$

and variance

$$
\operatorname{Var}_{\underline{\theta}}(Y)=\frac{1}{n} \underset{\sim}{b} \quad \Sigma \underset{\sim}{b} .
$$

But

$$
\underset{\sim}{b^{\prime}} \underset{\sim}{\pi}\left(\theta^{*}\right)=\sum_{i=1}^{m+1} b_{i}{\underset{i}{i}}^{\left(\theta_{\sim}^{*}\right)}=\frac{\sqrt{n} \sum_{i=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\theta^{*}\right)}}=0
$$

since

$$
\sum_{i=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)=F_{1}\left(t_{m+1}\right)-F_{2}\left(t_{m+1}\right)=0
$$

and

$$
\frac{1}{n} b_{\sim}^{\prime} \Sigma \underset{\sim}{b}=\frac{n \sum_{i=1}^{m+1} \underset{j=1}{m+1} \frac{\left(\beta_{\left.1 i^{-}-\beta_{2 i}\right)}^{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right.}{\sigma_{i j}} \frac{\left(\beta_{1 j}-\beta_{2 j}\right)}{\pi_{j}\left(\theta^{*}\right)}}{\left(\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i^{-\beta}}\right)_{2 i}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right)^{2}}
$$

$$
\begin{align*}
& =\frac{\sum_{i=1}^{m+1} \frac{\pi_{i}\left(\theta_{\sim}^{*}\right)\left(1-\pi_{i}\left(\theta_{\sim}^{*}\right)\right)}{\left(\pi_{1}\left(\theta_{\sim}^{*}\right)\right)^{2}}\left(\beta_{1 i^{-}}-\beta_{2 i}\right)^{2}}{\left[\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right]^{2}} \\
& -\frac{\sum_{i \neq j} \pi_{i}\left(\theta_{\sim}^{*}\right) \pi_{j}\left(\theta_{\sim}^{*}\right) \frac{\left(\beta_{1 i}-\beta_{2 i}\right)}{\pi_{i} \underbrace{*}_{\sim})} \cdot \frac{\left(\beta_{1 j}-\beta_{2 j}\right)}{\pi_{j}\left(\theta_{\sim}^{*}\right)}}{\left(\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i} \beta_{2 i}\right)^{2}}{\pi_{i}^{\left(\theta_{\sim}^{*}\right)}}\right]^{2}} \\
& =\frac{1}{\left.\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left({ }_{\sim}^{*}\right.}\right)}-\sum_{i=1}^{m+1} \sum_{j=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)\left(\beta_{1 j}-\beta_{2 j}\right) \\
& =\frac{1}{\sum_{i=1} \frac{\left(\beta_{1 i}-\beta_{2 i}\right)^{2}}{\pi_{i}\left(\theta^{*}\right)}} \tag{4.2.9}
\end{align*}
$$

since

$$
\begin{aligned}
\sum_{i=1}^{m+1} & \sum_{j=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)\left(\beta_{1 j}-\beta_{2 j}\right) \\
& =\left(\sum_{i=1}^{m+1}\left(\beta_{1 i}-\beta_{2 i}\right)\right)^{2}=0 .
\end{aligned}
$$

Hence the asymptotic distribution of $\sqrt{n}\left(Z_{1}^{(1)}-\theta_{1}^{*}\right)$ is normal with mean zero and variance given by (4.2.10). Thus the theorem is proved. The following remark is of interest;

Remark: We can show that if the given random sample $X_{1}, \ldots, X_{n}$ with common distribution ${\underset{\sim}{\theta}}^{\theta}(x)=\theta_{1} F_{1}(x)+\left(1-\theta_{1}\right) F_{2}(x) ; 0 \leq \theta_{1} \leq 1$, is grouped into $m+1$ intervals with the division points

$$
t_{0}<t_{1}<\ldots<t_{m}<t_{m+1}
$$

where $t_{0}$ an $1 t_{m+1}$ are as defined in Section 3.2, tren tie Fisien's information in a single observation with respect to such a growing coincides with the denominator in (4.2.10). This is easy to see since

$$
\pi_{i}\left(\theta_{\sim}^{*}\right)=\underset{\sim}{G_{\theta}}\left(t_{i}\right)-{\underset{\sim}{\theta}}^{G_{i}}\left(t_{i-1}\right)=\theta_{1}^{*}\left(\beta_{1 i}^{-\beta} 2 i\right)+\beta_{2 i}
$$

where, as before, $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $i=1, \ldots, m+l$ and $j=1,2$.

This interesting coincidence shows that, under the condition of Theorem 4.2.1, $\mathrm{z}_{\mathrm{l}}^{(1)}$ is also asymptotically fully efficient in the sense that its asymptotic variance is minimum with respect to a given set of division points $\left\{t_{i}\right\}_{i=1}^{m}$.

### 4.3 Monte Carlo Studies

In this section, we continue our Monte Carlo study concerning the problem of estimating the mixing proportion in a mixture of two normal distributions. This problem was considered in Sections 2.7 and 3.5 of Chapters 2 and $3^{\circ}$ respectively.

Consider a mixture $G_{\theta}(x)$ of two normal distributions $N(0,1)$ and $N\left(\mu, \sigma^{2}\right)$ that is (c.f. (3.5.1))

$$
\begin{array}{ll}
\underset{\sim}{G_{\theta}}(x)=\theta_{1} F_{1}(x)+\left(1-\theta_{1}\right) F_{2}(x) \quad & 0 \leq \theta_{1} \leq 1  \tag{4.3.1}\\
& -\infty<x<\infty
\end{array}
$$

where

$$
\mathrm{F}_{1}(\mathrm{x})=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\mathrm{x}} \exp \left\{-\frac{1}{2} \mathrm{y}^{2}\right\} d y \quad-\infty<\mathrm{x}<\infty
$$

and

$$
F_{2}(x)=\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left\{-\frac{1}{2 \sigma^{2}}(y-\mu)^{2}\right\} d y \quad-\infty<x<\infty \quad .
$$

Choosing the values $t_{1}, \ldots, t_{m}$ as in Section 3.5, an initial estimate $\theta_{1}^{(0)}$ of $\theta_{1}$ is chosen and by using (4.2.7), successive estimates of $\theta_{1}$ may be obtained. The value $\theta_{1}^{(0)}$ can be chosen in two ways. We
can choose an arbitrary va:.ue in the interval [0, $]$ 〕s tiis initial value. Like most other itcration processes, this anituery initiar choice should not affect the final result if the number of iterations is sufficiently large. But if only a small number of iterations are taken, the estimate $\hat{\theta}_{l}^{(0)}$ is chosen to be a consistent (but inefficient) estimator of $\theta_{1}$. Here, we use the method of moments to find this initial choice. Thus if the distribution of the random variable X is $\underset{\sim}{G_{\theta}}($.$) given by (4.3.1), then$

$$
\mathrm{E}_{\boldsymbol{\theta}}(\mathrm{X})=\left(1-\theta_{1}\right) \mu
$$

and

$$
\underset{\sim}{E_{\theta}}\left(X^{2}\right)=\theta_{1}+\left(1-\theta_{1}\right)\left(\sigma^{2}+\mu^{2}\right)
$$

and in any random sample of size $n ; X_{1}, \ldots, X_{n}$ with common distribution function ${\underset{\sim}{\theta}}^{( }$(.) and with realizations $x_{1}, \ldots, x_{n}$ respectively, we equate the first sample moment

$$
\bar{x}=\frac{1}{n} \sum_{j=1}^{n} x_{j}
$$

$$
\begin{aligned}
& \text { to } E_{\underset{\sim}{\theta}}(X) \text { to get } \\
& \qquad \hat{\theta}_{1}^{(0)}=1-\frac{\bar{x}}{\mu}
\end{aligned}
$$

whenever $\mu \neq 0$. If, on the other hand $\mu=0$, then the second sample moment

$$
\text { m.s. }=\frac{1}{n} \sum_{j=1}^{n} x_{j}^{2}
$$

is equated to ${\underset{\theta}{\theta}}^{\left(X^{2}\right)}$ to obtain $\hat{\theta}_{1}^{(0)}$. Thus $\hat{\theta}_{1}^{(0)}$ is defined as

$$
\begin{array}{rlrl}
\hat{\theta}_{1}^{(0)} & =1-\frac{\bar{x}}{\mu} & \mu \neq 0 \\
& =\frac{m \cdot s \cdot-\sigma^{2}}{1-\sigma^{2}} & \mu & =0 .
\end{array}
$$

Table 4.1
Generalized Least Squares estimator of the mixing proportion, based on the l-cycle solution of the iteration

|  |  |  |  | Estimate of $\theta_{1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathrm{m}=3$ |  | $\mathrm{m}=10$ |  | $\mathrm{m}=20$ |  | $\mathrm{m}=80$ |  |
| n | $\left(\mu_{2}-\mu_{1}\right) / \sigma_{1}$ | $\sigma_{2} / \sigma_{1}$ | $\theta_{1}$ | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE |
| 50 | 0.25 | 1 | 0.5 | $0.651 \pm 0.057$ | 0.344 | $0.599 \pm 0.052$ | 0.286 | $0.575 \pm 0.053$ | 0.282 | $0.578 \pm 0.052$ | 0.279 |
| 10 | 0.5 | 1 | 0.5 | $0.535 \pm 0.032$ | 0.527 | $0.505 \pm 0.031$ | 0.504 | $0.537 \pm 0.031$ | 0.498 | $0.549 \pm 0.029$ | C30? |
| 10 | 1 | 1 | 0.5 | $0.498 \pm 0.021$ | 0.216 | $0.499 \pm 0.019$ | 0.198 | $0.524 \pm 0.019$ | 0.179 | $0.540 \pm 0.018$ | 0.152 |
| 10 | 1 | 1 | 0.8 | $0.781 \pm 0.015$ | 0.115 | $0.785 \pm 0.015$ | 0.115 | $0.781 \pm 0.015$ | 0.115 | $0.783 \pm 0.015$ | 0.113 |
| 20 | 5 | 1 | 0.5 | $0.496 \pm 0.008$ | 0.015 | $0.498 \pm 0.007$ | 0.013 | $0.498 \pm 0.007$ | 0.013 | $0.489 \pm 0.007$ | 0.0.13 |
| 10 | 0 | 2 | 0.5 | $0.546 \pm 0.030$ | 0.453 | $0.539 \pm 0.020$ | 0.218 | $0.506 \pm 0.019$ | 0.197 | $0.458 \pm 0.050$ | 0.179 |
| 50 | 0 | 2 | 0.5 | $0.528 \pm 0.023$ | 0.053 | $0.530 \pm 0.020$ | 0.041 | $0.516 \pm 0.019$ | 0.038 | $0.517 \pm 0.019$ | 0.038 |
| 10 | 0.5 | 2 | 0.5 | $0.537 \pm 0.031$ | 0.0471 | $0.533 \pm 0.027$ | 0.359 | $0.527 \pm 0.026$ | 0.332 | $0.525 \pm 0.025$ | 0.31 .9 |

Each case is based on $n_{1}=\frac{5000}{n}$ samples of size $n$. The standard error of each mean is given to indicate the accurucy
of the Monte Carlo computation.


Fig. 4.1 - The Mean-Square-Error of the generalized Least Squares Estimator of the mixing proportion, based on the l-cycle solution of the iteration process, in a mixture of two normal distributions $N(0,1)$ and $N(1,1)$, against $m$, the number of division points of the sample space, for different sample sizes.


Fig. 4.2 - The Mean-Square-Error of the generalized Least Squares estimator of the mixing proportion, based on the l-cycle solution of the iteration process, in a mixture of two normal distributions $N(O, I)$ and $N(1, I)$, for varying sample sizes.

Note that when $\mu=0$, then $\sigma^{2} \neq 1$, for otherwise bo $亡$ = colanents ol $\underset{\sim}{G}($.$) become identical which is a contradiction.$

In order to see the accuracy of the iteration process susgested in this chapter, a table analogous to that of Table 3.1 was constructed (Table 4.1). Each estimate of $\theta_{1}$ is based on the solution of a l-cycle iteration and, as in Sections 2.7 and 3.5, on $n_{1}=\frac{5000}{n}$ samples of size n. The mean-square-error of each estimate and the standard error of each mean are calculated as explained in Section 2.7. By comparison, it is seen that although the mean-square-errors in Table 4.1 are generally higher in most cases, a good approximation to the root of (3.3.4) can be obtained by using a l-cycle solution of the iteration process. The estimates improve as $m$ increases and Figure 4.1 shows how the mean-square-error of $\hat{\theta}_{1}^{(1)}$ depends on $m$ for different values of $n$ when $\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=1$ and $\frac{\sigma_{2}}{\sigma_{1}}=1$. Comparing Figures 4.1 and 3.1, we find that for large sample sizes there is not a substantial difference in the accuracies of both methods. Finally, for the same values of $\frac{\mu_{2}{ }^{-\mu_{1}}}{\sigma_{1}}$ and $\frac{\sigma_{2}}{\sigma_{1}}$ and for $m=10$, the mean-square-error of $\hat{\theta}_{I}^{(1)}$ is plotted against $n$ in Figure 4.2 where it is observed that for sample sizes of more than 50 , the mean-square-error is very small.

### 4.4 The Iteration Process in Ungrouped Data

Analogous to Section 3.7, in this section, we let the widths of the intervals $\Delta_{i}=t_{i}-t_{i-1} i=1, \ldots, m+1$ become progressively finer and eventually consider the situation when $m \rightarrow \infty$. We prove that in this manner, the iteration process defined in Section 4.2 , converges to the maximum likelinood estimator (MLE) of $\underset{\sim}{\theta}$ as $r$, the number of iterations, tends to infinity for any fixed sample size. First, we derive the set of equations which yield the MLE of $\underset{\sim}{\theta}$.

Assume that in the mixture of distributions ${\underset{\sim}{\theta}}^{\boldsymbol{\theta}}(\mathrm{x})$, given by
(2.2.1), the component distribution functions $F_{1}(x), \ldots, F_{\underline{x}}(x) \equiv=\exists$ hence $\underset{\sim}{G}(x)$ are twice differentiable functions of $x \in \underset{N}{N}=0$ tinet the densities $f_{l}(x), \ldots, f_{k}(x)$ and hence $\underset{\sim}{g_{\theta}}(x)=\sum_{j=1}{ }^{\theta}{ }_{j}{ }_{j}{ }_{j}(x)$ of $F_{1}(x), \ldots, F_{k}(x)$ and $\underset{\sim}{G}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(\tilde{x})$ respectively exist and are differentiable with respect to $x_{\text {. }}$ Given the observaitions $x_{1}, \ldots, x_{n}$, the realizations of random variables $X_{1}, \ldots, X_{n}$ respectively, from the mixture of distributions ${\underset{\sim}{\theta}}^{\theta}(x)$, the MLE of $\underset{\sim}{\theta}$ * is that value of $\underset{\sim}{\theta}$ which maximizes

$$
\prod_{i=1}^{n} g_{\theta}\left(x_{i}\right)=\prod_{i=1}^{n}\left(\theta_{1} f_{1}\left(x_{i}\right)+\ldots+\theta_{k} f_{k}\left(x_{i}\right)\right)
$$

or equivalently $\ln \left(\prod_{i=1}^{n} \underset{\sim}{g_{\theta}}\left(x_{i}\right)\right)=\sum_{i=1}^{n} \ln \left(\theta_{1} f_{1}\left(x_{i}\right)+\ldots+\theta_{k} f_{k}\left(x_{i}\right)\right)$ subject to $\sum_{j=1} \theta_{j}=1$. Here $\ln (y)$ denotes the natural logarithm of the positive real argument $y$. Therefore we maximize

$$
\Phi(\theta, \xi)=\sum_{i=1}^{n} \ln \left(\theta_{I} f_{l}\left(x_{i}\right)+\ldots+\theta_{k} f_{k}\left(x_{i}\right)\right)+\xi\left(\sum_{j=1}^{k} \theta_{j}-1\right)
$$

where $\xi$ is the Lagrange multiplier, with respect to $\theta_{l}, \ldots, \theta_{k}$ and $\xi$. Setting the derivative of $\Phi(\underset{\sim}{\theta}, \xi)$ with respect to $\theta_{j} ; l \leq j \leq k$ equal to zero gives

$$
\sum_{i=1}^{n} \frac{f_{j}\left(x_{i}\right)}{\theta_{1} f_{1}\left(x_{i}\right)+\ldots+\theta_{k} f_{k}\left(x_{i}\right)}+\xi=0 \quad \begin{align*}
\text { for } j & =1, \ldots, k \tag{4.4.1}
\end{align*}
$$

Multiplying (4.4.1) by $\theta_{j}$ and summing over $j=1, \ldots, k$, we get

$$
n+\sum_{j=1}^{k} \theta j \xi=0 ;
$$

imposing the restriction $\sum_{j=1}^{k} \theta_{j}=1$ yields $\xi=-n$ and upon inserting this back into (4.4.1), we have

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \frac{f_{j}\left(x_{i}\right)}{g_{\theta}\left(x_{i}\right)}=1 \quad j=1, \ldots, k \tag{4.4.2}
\end{equation*}
$$

whose root gives the MLE of ${\underset{\sim}{*}}^{*}$ ．Hereafter，the set $0 \geq$ きごニニions （4．4．2）for $j=1, \ldots, k$ will be referred to as the＂ivelinood equations＂．

Theorem 4．4．1：If $\underset{\sim}{\underset{\sim}{n}}(\mathrm{r})$ denotes the estimate of $\underset{\sim}{\theta}$ obtained after rin cycle in the iteration process defined in Section 4．2，then for any fixed sample size $n$ ，and sufficiently large $m$

$$
\hat{\theta}_{\sim}^{n}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)^{\prime}=\lim _{r \rightarrow \infty} \underset{\sim}{n} \underset{\sim}{\hat{\theta}}(r)
$$

satisfies the likelihood equations．

Proof：Write

$$
\theta_{\ell}=1-\left(\theta_{1}+\theta_{2}+\ldots+\theta_{\ell-1}+\theta_{\ell+1}+\ldots+\theta_{k}\right) \quad 1 \leq \ell \leq k .
$$

Then we have

$$
\underset{\sim}{G_{\theta}}(x)=\sum_{j=1}^{k} \theta_{j}\left(F_{j}(x)-F_{\ell}(x)\right)+F_{\ell}(x)
$$

and for a given set of partition points $t_{1}<t_{2}<\ldots<t_{m}$ ，

$$
\pi_{i}(\underset{\sim}{\theta})={\underset{\sim}{\theta}}\left(t_{i}\right)-G_{\underline{\theta}}\left(t_{i-1}\right)=\sum_{j=1}^{k} \theta_{j}\left(\beta_{j i}^{-\beta_{\ell i}}\right)+\beta_{\ell i} \quad \text { (4.4.3) }
$$

where $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $j=1, \ldots, k$ and $i=1, \ldots, m+1$ with $t_{0}$ and $t_{m+1}$ defined as before．According to step（vi）of the iteration process defined in Section 4．2，we minimize（4．2．4）with respect to $\theta_{j} ; j=1, \ldots, k, j \neq \ell$ to obtain the estimate of $\underset{\sim}{\theta}$ after $(r+1)$ cycles of the iteration．Thus substituting（4．4．3）into（4．2．4） and setting the derivative with respect to $\theta_{j} l \leq j \leq k j \neq \ell$ equal to zero，we get

Analogous to the steps taken from the equation (4.2.5) 亡o the equation (4.2.7) in the case $k=2$, here we can reduce (4.4.4) to

$$
\begin{cases}\hat{\theta}_{j}^{(r+1)}-\hat{\theta}_{j}^{(r)}=\frac{\sum_{i=1}^{m+1} \frac{p_{i}\left(\beta_{j i}-\ell_{\ell i}\right)}{\pi_{i}\left(\hat{\theta}_{n}^{(r)}\right)}}{\sum_{i=1}^{\sum_{i=1}} \frac{\left(\beta_{j i}^{\left.-\beta_{\ell i}\right)^{2}}\right.}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}} & j=1, \ldots, k \quad \text { (4.4.5) } \\ \hat{\theta}_{\ell}^{(r+1)}=1-\sum_{\substack{j=1 \\ j \neq \ell}} \hat{\theta}_{j}^{(r+1)}\end{cases}
$$

Now, suppose that $m$ is large so that the intervals $\Delta_{i}=t_{i}-t_{i-1}$ $i=1, \ldots, m+1$ are uniformly small. Then since $F_{1}(),. \ldots, F_{k}($.$) and$ hence ${\underset{\sim}{\theta}}^{(.)}$are twice differentiable,

$$
\begin{align*}
& \frac{\beta_{j i}}{\Delta_{i}}=\frac{F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)}{t_{i}-t_{i-1}}=f_{j}\left(t_{i}\right)+0\left(\Delta_{i}\right)  \tag{4.4.6}\\
& \text { for } i=1, \ldots, m+1
\end{aligned} \quad \begin{aligned}
& \text { and } j=1, \ldots, k
\end{align*}
$$

and

$$
\begin{aligned}
\frac{\pi_{i}(\underset{\sim}{\theta})}{\Delta_{i}}=\frac{G_{\theta}\left(t_{i}\right)-G_{\theta}\left(t_{i-1}\right)}{t_{i}-t_{i-1}}=g_{\theta}\left(t_{i}\right)+0\left(\Delta_{i}\right) \\
\quad \text { for } i=1, \ldots, m+1
\end{aligned}
$$

and hence

$$
\sum_{i=1}^{m+1} \frac{p_{i}\left(\beta_{j i}-\beta_{\ell i}\right)}{\pi_{i}\left(\underset{\sim}{\left.\hat{\theta}_{n}^{(r)}\right)}\right.}=\sum_{i=1}^{m+1} \frac{p_{i}\left(f_{j}\left(t_{i}\right)-f_{\ell}\left(t_{i}\right)\right)+o\left(\Delta_{i}\right)}{{\underset{\sim}{\hat{\theta}}}_{n}(r)}\left(t_{i}\right)+0\left(\Delta_{i}\right) \quad,
$$

$$
\begin{equation*}
=\sum_{i=1}^{m+1}\left[\frac{p_{i}\left(f_{j}\left(t_{i}\right)-f_{l}\left(t_{i}\right)\right)}{g_{\hat{\hat{\theta}}}(r)} \frac{\left(t_{i}\right)}{\sim n}\left(\Delta_{i}\right)\right] . \tag{1}
\end{equation*}
$$

Further, if $t_{\alpha_{1}}, t_{\alpha_{2}}, \ldots, t_{\alpha_{n}}$ for some $1 \leq \alpha_{1}<\ldots<\alpha_{n} \leq m$ coinciče with the observations $x_{1}, \ldots, x_{n}$, we have

$$
p_{i}=G_{n}\left(t_{i}\right)-G_{n}\left(t_{i-1}\right)= \begin{cases}\frac{1}{n} & \text { for } i=\alpha_{1}, \ldots, \alpha_{n}  \tag{4.4.8}\\ 0 & \text { otherwise. }\end{cases}
$$

Finally bef letting $r \rightarrow \infty$ in (4.4.5) and using (4.4.7) and (4.4.8), we see that the left hand side gives zero and for sufficiently large m, $\underset{\sim}{\hat{\theta}} \underset{n}{ }$ is the root of

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \frac{f_{j}\left(x_{i}\right)-f_{\ell}\left(x_{i}\right)}{g_{\hat{\hat{\theta}^{\prime}}}\left(x_{i}\right)}=0 \quad j=1, \ldots, k \text {. } \tag{4.4.9}
\end{equation*}
$$

 $\sum_{j=1}{ }^{\theta}{ }_{j}=1$ we obtain,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \frac{f_{\ell}\left(x_{i}\right)}{g_{\hat{\theta}}\left(x_{i}\right)}=1 \quad I \leq \ell \leq k \tag{4.4.10}
\end{equation*}
$$

which is the lth equation in the system of the likelihood equations with root $\hat{\theta}_{\mathrm{n}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ ' given by (4.4.2). As \& takes integers between one through to $k$, the whole system of the likelihood equations is obtained. This completes the proof of the theorem.

It was stated in step (vi) of the iteration process suggested in Section 4.2 that, after the rth cycle of the iteration process $r=0,1, \ldots$, to impose the constraint $\sum_{j=1} \theta_{j}=1$, we pick $\theta_{l}$ amongst $\theta_{1}, \ldots, \theta_{k}$ for some $1 \leq \ell \leq k$ and substitute $\theta_{\ell}=1-\sum_{\substack{j=1 \\ j \neq \ell}} \theta_{j}$ in
$\Phi_{r}(\underset{\sim}{\theta})$ given by (4.2.2) or equivalently (4.2.4). We then minimize

 $-\sum_{j=1}^{k} \hat{\theta}_{j}^{(r+1)}$, the estimate of $\underset{\sim}{\theta}$ after $r+1$ cycles of the iteration is
$\underset{\text { formed as } \underset{\sim}{j} \underset{\sim}{j \neq \ell}}{(r+1)}=\left(\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{k}^{(r+1)}\right)^{\prime}$. This choice of $\theta_{2}$ is of course arbitrary and is made according to the convenience of the experimenter. It may, however, be argued that by merely cioosing an arbitrary $\theta_{\ell}$ for some $1 \leq \ell \leq k$, and substituting $\theta_{\ell}=I-\underset{\substack{j=1 \\ j \neq \ell}}{\sum} \theta_{j}$, we are taking a non-symmetric approach even though the consiraint k $\sum_{j=1}^{\sum} \theta_{j}=1$ is imposed. For this reason, we use the Lagrange multiplier technique in the minimization of $\Phi_{r}(\underset{\sim}{\theta})$. Therefore we minimize

$$
\begin{equation*}
\Phi_{r}(\underset{\sim}{\theta}, \xi)=\left(\underset{\sim}{G}-A \sim_{\sim}\right) \cdot C_{r}^{-1}\left(\underset{\sim}{G} \mathcal{N}_{\sim}^{A \theta}\right)-2 \xi(\underset{\sim}{1} \cdot \underset{\sim}{\theta}-1) \tag{4.4.31}
\end{equation*}
$$

where $\xi$ is the Lagrange multiplier and $\underset{\sim}{1}$ is the $k$-dimensional vector of 1 's i.e. $\underset{\sim}{1}=(1, \ldots, 1)$ ', with respect to $\underset{\sim}{\theta}$ and $\xi$. Setting the derivative with respect to $\underset{\sim}{\theta}$, of (4.4.11) equal to zero gives for the minimizing values $\underset{\sim}{\hat{n}}(r+1)$ and $\xi^{*}$,

$$
\left(A^{\prime} C_{r}^{-1} A\right) \underset{\sim}{\hat{\theta}}(r+1)-\left(A^{\prime} C_{r}^{-1} \underset{\sim}{G}\right)-\xi^{*} \underset{\sim}{1}=0 .
$$

Since $A$ has rank $k,\left(A^{\prime} C_{r}^{-1} A\right)$ is of rank $k$ and thus invertible. Therefore

$$
\begin{equation*}
\left.\hat{\theta}_{\sim}^{(r+1}\right)=\left(A^{\prime} C_{r}^{-1} A\right)^{-1} A^{\prime} C_{r}^{-1} \underset{\sim}{G}+\xi^{*}\left(A^{\prime} C_{r}^{-1} A\right)^{-1} \underset{\sim}{1} \tag{4.4.12}
\end{equation*}
$$

and since $C_{r}$ is independent of $\hat{\sigma}_{\sim}^{(r+1)}$, imposing the constraint ${\underset{\sim}{1}}^{\prime} \hat{\theta}_{\mathrm{n}}^{(r+1)}=1$, we have

$$
\left.1=\underset{\sim}{1}{ }_{\sim}^{\prime} \hat{\sim}_{\sim}^{(r+1}\right)=\underset{\sim}{I^{\prime}}\left(A^{\prime} C_{r}^{-1} A\right)^{-1} A^{\prime} C_{r}^{-1} \underset{\sim}{G}+\xi^{*}{\underset{\sim}{1}}^{\prime}\left(A^{\prime} C_{r}^{-1} A\right)^{-1} \underset{\sim}{1}
$$

so that

$$
\xi^{*}=\frac{1-\underset{\sim}{1}}{\prime}\left(A^{\prime} C_{r}^{-1} A\right)^{-1} A_{\sim}^{\prime} C_{r}^{-1} \underset{\sim}{G}{ }_{\sim}^{\prime}\left(A^{\prime} C_{r}^{-1} A\right)^{-1} \underset{\sim}{1} \quad,
$$

 $\xi^{*}$ back into (4.4.12) yields

$$
\begin{align*}
& \text { for } r=0,1,2, \ldots \tag{4.4.13}
\end{align*}
$$

It is to be stressed that both approaches yiela the same result i.e. (4.4.13) gives the MLE of $\underset{\sim}{\theta}$ for large $m$ as $r \rightarrow \infty$. It is known that if a function is to be minimized subject to certain restrictions, one can use the Lagrange multiplier technique or equivalently, one can solve the restrictions and substitute in the function and proceed with the minimization of the function. The final result is not altered whichever method is used. Here, we verify this fact for the case $k=2$.

Proposition 4.4.1: If in the mixture of distributions $G_{\theta}(x)$, given by (2.2.1), $k=2$, then for any fixed number $n$ of observations $x_{1}, \ldots, x_{n}$ from this distribution and for sufficiently large $m$,

$$
\hat{\theta}_{\sim n}=\left(\hat{\theta}_{1}, \hat{\theta}_{2}\right){ }^{\prime}=\lim _{r \rightarrow \infty} \hat{\theta}_{n}(r)
$$

is the maximum likelihood estimator of $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$ ', the unknown vector of the mixing proportions. Here $\underset{\sim}{\hat{\theta}} \hat{n}^{(r)}=\left(\hat{\theta}_{1}^{(r)}, \hat{\theta}_{2}^{(r)}\right)^{\prime} r=1,2, \ldots$ is given by (4.4.13) and $\hat{\theta}_{\sim}^{(0)}=\left(\hat{\theta}_{1}^{(0)}, \hat{\theta}_{2}^{(0)}\right)^{\prime}$ is chosen so that $0 \leq \hat{\theta}_{1}^{(0)} \leq 1$ and $\hat{\theta}_{2}^{(0)}=1-\hat{\theta}_{1}^{(0)}$.

Proof: Put $R=\left(A_{r}^{\prime-1} A\right)$. Then $R$ is a symmetric $2 \times 2$ matrix and by substituting $A$ from (3.2.2) with $k=2$ and $C_{r}^{-1}$ as defined in the step (iv) of the iteration process given in Section 4.2, we see that if

$$
R=\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right]
$$

then

$$
\begin{aligned}
& R_{11}=\sum_{i=1}^{m+1} \frac{\beta_{1 i}^{2}}{\pi_{i} \underset{\sim n}{(\hat{\theta}}(r)} \\
& R_{12}=R_{21}=\sum_{i=1}^{m+1} \frac{\beta_{1 i} \beta_{2 i}}{\left.\pi_{i} \hat{\theta}_{\sim n}^{(r)}\right)} \\
& R_{22}=\sum_{i=1}^{m+1} \frac{\beta_{2 i}^{2}}{\left.\pi_{i} \hat{\theta}_{\sim n}^{(r)}\right)}
\end{aligned}
$$

where, as before, $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $i=1, \ldots, m+1$ and $j=1,2$ and $\pi_{i}(\underset{\sim}{\theta})={\underset{\sim}{\theta}}^{G_{i}}\left(t_{i}\right)-G_{\underset{\theta}{ }}\left(t_{i-1}\right)$ for $i=1, \ldots, m+1$. Now,

$$
\begin{aligned}
D & =\operatorname{det}(R)=R_{11} R_{22}-R_{12}^{2} \\
& =\left(\sum_{i=1}^{m+1} \frac{\beta_{1 i}^{2}}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}\right)\left(\sum_{i=1}^{m+1} \frac{\beta_{2 i}^{2}}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}\right)-\left(\sum_{i=1}^{m+1} \frac{\beta_{1 i} \beta_{2 i}}{{\underset{i}{i}}^{(\hat{\theta}(r)} \sim n}\right)^{2}
\end{aligned}
$$

and by using the Cauchy-Schwartz inequality, $D>0$. Hence $R^{-1}$ exists and

$$
R^{-1}=\left(A^{\prime} C_{r}^{-1} A\right)^{-1}=\frac{1}{D}\left[\begin{array}{cc}
R_{22} & -R_{12} \\
-R_{12} & R_{11}
\end{array}\right]
$$

Let $Q=A^{\prime} C_{r}^{-1}{ }_{\sim}{ }_{\sim}=\left[\begin{array}{l}Q_{1} \\ Q_{2}\end{array}\right]$, then in (4.4.13), by substituting for $R^{-1}$ and
Q, we have

$$
\begin{aligned}
{\left[\begin{array}{l}
\hat{\theta}_{1}^{(r+1)} \\
\hat{\theta}_{2}^{(r+1)}
\end{array}\right] } & =\frac{1}{D}\left[\begin{array}{cc}
R_{22} & -R_{12} \\
-R_{12} & R_{11}
\end{array}\right]\left\{\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]+\frac{R_{11} R_{22}-R_{12}^{2}-\left(R_{22} Q_{1}-R_{12} Q_{2}+R_{11} Q_{2}-R_{12} Q_{1}\right)}{R_{11}-2 R_{12}+R_{22}}\left[\begin{array}{l}
1 \\
1
\end{array}\right]\right\} \\
r & =0,1,2, \ldots
\end{aligned}
$$

which after some algebra leads to

$$
\begin{aligned}
\hat{\theta}_{1}^{(r+1)} & =\frac{\left(Q_{1}-Q_{2}\right)+\left(R_{22}-R_{12}\right)}{R_{11}-2 R_{12}+R_{22}}=\frac{\sum_{i=1}^{m+1} \frac{\left(p_{i}-\beta_{2 i}\right)\left(\sum_{i j}-\hat{Z}_{2 i}\right)}{\pi_{i}\left(\hat{E}_{i}=1\right)}}{\sum_{i=1}^{m+1} \frac{\left(\beta_{1 i}^{\left.-\beta_{2 i}\right)^{2}}\right.}{\pi_{i}\left(\hat{\theta}_{-n}^{(r)}\right)}} \quad \text { (4.4.14) } \\
r & =0,1, \ldots
\end{aligned}
$$

and

$$
\begin{equation*}
\hat{\theta}_{2}^{(r+1)}=\frac{\left(Q_{2}-Q_{1}\right)+\left(R_{11}-R_{12}\right)}{R_{11}-2 R_{12}+R_{22}}=1-\hat{\theta}_{1}^{(r+1)} \quad \text { for } r=0,1, \ldots \tag{4.4.15}
\end{equation*}
$$

We now note that (4.4.14) is identical to (4.2.5) and therefore by a proof parallel to that of Theorem 4.4.1, the proposition can be established.

### 4.5 Conclusions

The iteration process introduced in this chapter shows that in practice, a reliable estimate of the vector of the unknown mixing proportions $\underset{\sim}{J}=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime} \in \theta$ may be obtained in a very simple way. It is believed that to obtain a relatively efficient estimate, even a few iterations are sufficient in moderate sample sizes, provided that the iteration is started with a consistent, but inefficient estimator of $\theta$. The interesting result of Theorem 4.2.1 supports this belief.

Further, we have seen that as we increase the number of intervals in the grouping, our estimate, obtained by the iteration process, approaches the maximum likelihood estimator of $\underset{\sim}{\theta}$, as the number of iterations are increased. The convergence of the iteration process to the maximum likelihood estimator of $\theta$ when the widths of the intervals become very small is of particular interest. The latter class of estimates, in general, paly an important role in mathematical statistics. Applications and special properties of this class in the framework of problem of mixtures of distributions form the subject of the next chapter.

## CHAPTER 5

## MAXIMOM LIKELIHOOD ESTIMATIOY

### 5.1 Introduction

Maximum Likelihood estimates, in general, form an important class of estimates in the theory of point estimation. It is well-known (Cramér [15]) that under very mild regularity conditions, maximum likelihood estimators of the unknown parameters in a distribution are CAN and asymptotically fully efficient. Given a random sample $X_{1}, \ldots, X_{n}$ with realizations $x_{1}, \ldots, x_{n}$ respectively, from a population with probability distribution indexed by an unknown vector of parameters $\alpha$, the likelihood function $L$ is defined by

$$
L\left(\underset{\sim}{\alpha}: x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n}{\underset{\sim}{\alpha}}_{\sim}^{f}\left(x_{i}\right)
$$

where $f_{\alpha}(x)$ is the common probability density function of the random variables $X_{1}, \ldots, X_{n}$. The method of maximum likelihood consists in choosing, as an estimate of the unknown population value of $\underset{\sim}{\alpha}$, the particular value that renders $L$, or equivalently $\ell n(L)$, as great as possible.

Unfortunately, maximization of the likelihood function often leads to some intractable set of equations and indeed estimation problems concerned with mixtures of distributions are no exception. The problem of maximum likelihood estimation of the unknown parameters in a mixture of distributions has been considered by several authors and the reader is referred to Chapter 1 for a survey of the relevant literature. The results of the previous papers, although interesting, are mostly empirical and based on numerical studies and thus lack a theoretical justification. Further, they consider specific cases and in particular mixtures of distributions
 normally distributed randor variables with unknown means and unknown variances. In such cases, as noted by Day [17], Behboodien [5] and Fryer and Robertson [21], unless sufficient conditions are imposed on the variances of the components (e.g. equelity), each sample point generates a singularity in the likelihood function. This can be seen by considering the likelihood function generated by observations $x_{1}, \ldots, x_{n}$ from a population with densiiy Iunction $\mathrm{g}_{\theta}(\mathrm{x})$ given by

$$
{\underset{\sim}{\theta}}^{(x)}=\sum_{i=1}^{2} \theta_{i}\left(2 \pi \sigma_{i}^{2}\right)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\frac{x-\mu_{i}}{\sigma_{i}}\right)^{2}\right\}
$$

for $-\infty<x<+\infty$ with $\theta_{1}+\theta_{2}=1$, and where $\underset{\sim}{\theta}=\left(\theta_{1}, \theta_{2}\right)$, $\mu_{i}$ is the mean, $\sigma_{i}^{2}$ is the variance and $\theta_{i}$ is the mixing proportion of the ith component in the mixture for $i=1,2$. Denote the likelihood function by $L\left(\theta_{1}, \mu_{1}, \mu_{2}, \sigma_{1}, \sigma_{2}\right)$; then

$$
L\left(\theta, x_{i}, \mu_{2}, 0, \sigma_{2}\right)=L\left(\theta, \mu_{1}, x_{i}, \sigma_{1}, 0\right)=\infty
$$

for $i=1, \ldots, n$. Hence the method of maximum likelihood estimation clearly breaks down in this case. In view of the fact that the likelihood function is unbơnded for this problem, Behboodian [5] has proposed using the value corresponding to the largest stationary maximum of the likelihood function as an estimate. However, when the mixing proportions are the only unknown parameters, as mentioned by Hill [26] and Macdonald [35], the likelihood function is a concave function of the parameters and therefore it has at most one relative maxima.

In this chapter, we consider a mixture $G_{\theta}($.$) of two known$ distribution functions $F_{1}($.$) and F_{2}($.$) with mixing proportions \theta_{1}=\theta$,
$0 \leq \theta \leq 1$ and $\theta_{2}=1-\theta$ respectively. r.hus

$$
\underset{\sim}{G_{\theta}}(x)=\theta F_{1}(x)+(1-\theta) F_{2}(x) \quad 0 \leq \theta \leq 1 \quad x \in \mathscr{X}
$$

where $\theta_{\sim}=\left(\theta_{1}, \theta_{2}\right)^{\prime}$ and we note that the mixing proportion $\theta$ is the only unknown parameter. It is assumed that there exists a $\sigma$-ifinite measure $\mu$ on the Borel sets of $\mathscr{X}$ dominating $F_{1}($.$) and F_{2}($.$) and$ hence also $G_{\theta}($.$) so that by the Radon-Nikodym theorem there exists$ densities $\left.\tilde{f}_{j} \tilde{( }.\right) j=1,2$ and $g_{\theta}($.$) so that$

$$
\begin{equation*}
g_{\theta}(x)=\theta f_{1}(x)+(1-\theta) f_{2}(x) \quad 0 \leq \theta \leq 1 \quad x \in \mathcal{X} \tag{5.1.1}
\end{equation*}
$$

Thus if $A$ is any Borel subset of $\mathcal{X}$,

$$
P_{\theta}(X \in A)=\int_{A} g_{\theta}(x) d \mu
$$

and

$$
\mathrm{p}_{\mathrm{ej}}(\mathrm{X} \in \mathrm{~A})=\int_{A} f_{j}(x) d \mu \quad j=1,2
$$

where $p_{\theta}$ and $p_{\sim}^{e} j=1,2$ denote the probability measures corresponding to the $\tilde{d}$ istribution functions $G_{\theta}($.$) and F_{j}() j=1,$.2 respectively.

We shall see that the regularity conditions under which a maximum likelihood estimator possesses the well-known asymptotic properties (Cramér [15]), are satisfied by $g_{\theta}($.$) for every \theta \in(0,1)$. Thus confining $\theta$ to the interval ( 0,1 ), we examine the likelihood equation from a somewhat more theoretical point of view and give sufficient conditions for the existence of a unique root of the likelihood equation in the interval $(0,1)$ with probability approaching unity as the sample size increases. As mentioned above, an analytic solution of the likelihood equation seems unobtainable and we are naturally led to the consideration of the iterative solutions of the
likelihood equation．We shall use the well－known 三iserer＇s scoring method of iteration and establish the properties วミ゙ the solutions given by the first and the subsequent iterations．

In the sequel，the following partition of the sample space
 for every $x \in S_{1}, f_{1}(x)$ exceeds $f_{2}(x)$ and similarly for every $x \in S_{2}, f_{2}(x)$ exceeds $f_{1}(x)$ ．Therefore

$$
\begin{align*}
& S_{1}=\left\{x: x \in \mathfrak{X}, f_{1}(x)>f_{2}(x)\right\},  \tag{5.1.2}\\
& S_{2}=\left\{x: x \in \mathscr{X}, f_{1}(x)<f_{2}(x)\right\} \tag{5.1.3}
\end{align*}
$$

and hence $S_{1}$ and $S_{2}$ are disjoint subsets of $\mathfrak{X}$ ，i．e．

$$
S_{1} \cap S_{2}=\phi \quad \text { (empty set) }
$$

and further

$$
\begin{equation*}
s_{1} \cup s_{2}=\mathfrak{X}-\left\{x: x \in \mathscr{X}, f_{1}(x)=f_{2}(x)\right\} \tag{5.1.4}
\end{equation*}
$$

## 5．2 Statement of the Problem and Existence of a Solution

Given n independently and identically distributed random
variables $X_{1}, \ldots, X_{n}$ with realizations $x_{1}, \ldots, x_{n}$ respectively and with common density function

$$
{\underset{\sim}{\theta}}(x)=\theta f_{1}(x)+(1-\theta) f_{2}(x) \quad 0 \leq \theta \leq 1
$$

the maximum likelihood estimator（MLE）of $\theta^{*}$（the true value of the parameter $\theta$ ）is desired．The likelihood function based on the given sample

$$
L\left(\theta: x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} g_{\theta}\left(x_{i}\right)=\prod_{i=1}^{n}\left[\theta f_{1}\left(x_{i}\right)+(1-\theta) f_{2}\left(x_{i}\right)\right]
$$

is a function of $\theta$ only and it is positive differentiable for all $0 \leq \theta \leq 1$. Thus the MLE of $\theta^{*}$ is the solution of

$$
\frac{\partial L}{\partial \theta}=0
$$

or equivalently

$$
\frac{\partial \ln (L)}{\partial \theta}=0
$$

where $\ln (y)$ denotes the natural logarithm of the real positive argument $y$ (Recall that logarithm is a monotone function). Then

$$
\ln \left(L\left(\theta: x_{1}, \ldots, x_{n}\right)\right)=\sum_{i=1}^{n} \ln \left[\theta f_{1}\left(x_{i}\right)+(1-\theta) f_{2}\left(x_{i}\right)\right]
$$

and upon setting the derivative with respect to $\theta$ equal to zero, we obtain

$$
\begin{equation*}
\left.i^{\prime} \cdot \theta\right)=\sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{\theta f_{1}\left(x_{i}\right)+(1-\theta) f_{2}\left(x_{i}\right)}=0 \tag{5.2.1}
\end{equation*}
$$

whose root constitutes the MLE of $\theta^{*}$. Hereafter, the equation (5.2.1) will be referred to as the "likelihood equation". We further denote by $\Psi(\theta)$ the random function of $\theta$ whose realized value is $\psi(\theta)$ and therefore

$$
\begin{equation*}
\Psi(\theta)=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{\theta f_{1}\left(x_{i}\right)+(1-\theta) f_{2}\left(X_{i}\right)} . \tag{5.2.2}
\end{equation*}
$$

Note also that the Fisher's information function in a single observation is given by

$$
\begin{align*}
I(\theta) & =\underset{\sim}{E_{\theta}}\left[\frac{\partial}{\partial \theta} \ln \left(\underset{\sim}{g_{\theta}}(x)\right)\right]^{2}=E_{\theta}\left[\frac{f_{1}(x)-f_{2}(x)}{E_{\theta}(X)}\right]^{2} \\
& =\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{\underset{\sim}{g}(x)} d \mu(x) \tag{5.2.3}
\end{align*}
$$

so that $\frac{1}{n I\left(\theta^{*}\right)}$ is the conventional Crarér-Rao Iower cound zor a sample of size $n$ and thus the variance of any unbiased estimator of $\theta^{*}$ on this sample is at least $\frac{1}{n I\left(\theta^{*}\right)}$.

It is shown in Cramér [15] that if the following conditions are satisfied:
(i) For almost all $x \in \mathfrak{X}$, the derivatives $\frac{\partial}{\partial \theta} \ln \left(g_{\theta}(x)\right)$, $\frac{\partial^{2}}{\partial \theta^{2}} \ln (\underset{\sim}{\theta}(x))$ and $\frac{\partial^{3}}{\partial \theta^{3}} \ln \left(\underset{\sim}{g_{\theta}}(x)\right)$ exist for every $\theta$ belonging to a non-degenerate interval of $R$.
(ii) For every $\theta$ for which (i) is satisfied, we have

$$
\left|\frac{\partial}{\partial \theta} \underset{\underline{\theta}}{E_{\theta}(x)}\right|<A_{1}(x), \quad\left|\frac{\partial^{2}}{\partial \theta^{2}} \underset{\sim}{E_{\theta}}(x)\right|<A_{2}(x) \text { and }
$$

$\left|\frac{\partial^{3}}{\partial \theta^{3}} \ln \left(g_{\theta}(x)\right)\right|<A_{3}(x)$, the functions $A_{1}(x)$ and $A_{2}(x)$ being integrable over $\mathscr{X}$ while $E_{\theta}\left[A_{3}(X)\right]<M$, where $M$ is independent of $\theta$,
(iii) For every $\theta$ for which (i) is satisfied, $I(\theta)=E_{\underset{\theta}{ }}\left[\frac{\partial}{\partial \theta} \ln \left(g_{\tilde{\theta}}(x)\right)\right]^{2}$ is finite and positive,
then the likelihood equation has a solution which converges in probability to $\theta^{*}$ as $n \rightarrow \infty$. This solution is an asymptotically normal and asymptotically efficient estimate of $\theta^{*}$.

Pronosition 5.2.1. The density function $g_{\theta}(x)$ given by (5.1.1) satisfies the regularity conditions (i), (ii) and (iii) for all values of $\theta$ satis fying $0<\theta<1$.

Proof. From (5.1.1),

$$
\ln \left(g_{\theta}(x)\right)=\ln \left(\theta f_{1}(x)+(1-\theta) f_{2}(x)\right)
$$

where $x \in \mathfrak{X}$ and $0<\theta<1$. Thus we have

$$
\begin{aligned}
& \frac{\partial}{\partial \theta} \ln \left(\underset{\sim}{g_{\theta}}(x)\right)=\frac{f_{1}(x)-f_{2}(x)}{\theta f_{1}^{\prime}(x)+(1-\theta) f_{2}(x)}, \\
& \frac{\partial^{2}}{\partial \theta^{2}} \ln \left(\underset{\sim}{g_{\theta}}(x)\right)=-\left(\frac{f_{1}(x)-f_{2}(x)}{\theta f_{1}(x)+(1-\theta) f_{2}(x)}\right)^{2},
\end{aligned}
$$

and

$$
\frac{\partial^{3}}{\partial \theta^{3}} \ln (\underset{\sim}{\theta}(x))=2\left(\frac{f_{1}(x)-f_{2}(x)}{\theta f_{1}(x)+(1-\theta) f_{2}(x)}\right)^{3}
$$

which clearly show that the first three partial derivatives of $\ln \left(g_{\theta}(x)\right)$ exist for every $\theta \in(0,1)$. Further,

$$
\left|\frac{\partial}{\partial \theta} g_{\theta}(x)\right|=\left|f_{1}(x)-f_{2}(x)\right|<f_{1}(x)+f_{2}(x)
$$

and

$$
\left|\frac{\partial^{2}}{\partial \theta^{2}} \mathrm{~g}_{\boldsymbol{\theta}}(x)\right|=0
$$

and therefore the first and the second partial derivatives of $g_{\theta}(x)$ are bounded by integrable functions for every $\theta \in(0,1)$. Now.

$$
\begin{aligned}
& \left|\frac{\partial^{3}}{\partial \theta^{3}} \ell n\left(g_{\theta}(x)\right)\right|=2\left|\frac{f_{1}(x)-f_{2}(x)}{\theta f_{1}(x)+(1-\theta) f_{2}(x)}\right|^{3}< \\
& \begin{cases}\left(\frac{f_{1}(x)-f_{2}(x)}{\theta f_{1}(x)+(1-\theta) f_{2}(x)}\right]^{3} & \text { for every } x \in S_{1} \\
\left(\frac{f_{2}(x)-f_{1}(x)}{\theta f_{1}(x)+(1-\theta) f_{2}(x)}\right)^{3} & \text { for every } x \in S_{2} \\
0 & \text { for every } x \in \mathfrak{X}-S_{1} \cup S_{2}\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& =\left\{\begin{array}{l}
\frac{1}{\theta^{2}} \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{\left(\theta f_{1}(x)+(1-\theta) f_{2}(x)\right)\left(f_{1}(x)+\frac{(1-\theta)}{\theta} f_{2}(x)\right)^{2}} \quad \text { for every } x \in S_{1} \\
\frac{1}{(1-\theta)^{2}} \frac{\left(f_{2}(x)-f_{1}(x)\right)^{3}}{\left(\theta f_{1}(x)+(1-\theta) f_{2}(x)\right)\left(\frac{\theta}{(1-\theta)} f_{1}(x)+f_{2}(x)\right)^{2}} \quad \text { for every } x \in S_{2} \\
0 \quad \text { for every } x \in \mathfrak{X}-S_{1} \cup S_{2}
\end{array}\right. \\
& \leq A_{3}(x)= \begin{cases}\frac{1}{\theta^{2}} \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{\left(\theta f_{1}(x)+(1-\theta) f_{2}(x)\right)\left(f_{1}(x)\right)^{2}} & \text { for every } x \in S_{1} \\
\frac{1}{(1-\theta)^{2}} \frac{\left(f_{2}(x)-f_{1}(x)\right)^{3}}{\left(\theta f_{1}(x)+(1-\theta) f_{2}(x)\right)\left(f_{2}(x)\right)^{2}} & \text { for every } x \in S_{2} \\
0 & \text { for every } x \in \mathscr{A}-S_{1} \cup S_{2}\end{cases}
\end{aligned}
$$

and so

$$
\begin{aligned}
\underset{\sim}{E_{\theta}}\left[A_{3}(x)\right] & =\int A_{3}(x) \underset{\sim}{g}(x) d \mu=\int_{S_{1}} A_{3}(x) \underset{\sim}{E_{\theta}}(x) d \mu+\int_{S_{2}} A_{3}(x){\underset{\sim}{\theta}}(x) d \mu \\
& =\frac{1}{\theta^{2}} \int_{S_{1}} \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{f_{1}^{2}(x)} d \mu+\frac{1}{(1-\theta)^{2}} \int_{S_{2}} \frac{\left(f_{2}(x)-f_{1}(x)\right)^{3}}{f_{2}^{2}(x)} d \mu \\
& <\frac{1}{\theta^{2}} \int_{S_{1}} f_{1}(x) d \mu+\frac{1}{(1-\theta)^{2}} \int_{S_{2}}^{f_{2}(x) d \mu} \\
& =\frac{1}{\theta^{2}} P_{e_{1}}\left(x \in S_{1}\right)+\frac{1}{(1-\theta)^{2}}{\underset{\sim}{e}}_{e_{2}}\left(x \in S_{2}\right)
\end{aligned}
$$

where $P_{e_{1}}$ and ${\underset{\sim}{e}}_{e_{2}}$ are probability measures corresponding to the distribution functions $F_{1}(x)$ and $F_{2}(x)$ respectively. Now, for any $\theta$ contained in the interval $(0,1)$, the coefficients of $P_{e_{1}}\left(X \in S_{1}\right)$ and $P_{e_{2}}\left(X \in S_{2}\right)$ could be held bounded and thus (ii) is also verified.

To establish (iii), note that $I(\theta)=\int \frac{\left(f_{1}(x)-\tilde{E}_{2}(x)\right)^{2}}{g_{\underline{\theta}}(x)}$ in
and thus $I(\theta)=0$ implies $f_{1}(x)=f_{2}(x)$ almost everyñinere $\mu$.
Further,

$$
\begin{aligned}
& I(\theta)=\int \frac{f_{\underset{\sim}{2}(x)}^{g_{\tilde{\theta}}(x)}}{\sim} \mu-2 \int \frac{f_{1}(x) f_{2}(x)}{g_{\sim}^{g}(x)} d \mu+\int \frac{f_{2}^{2}(x)}{g_{\underset{\sim}{\theta}}^{g_{\sim}(x)}} d \mu \\
& =\int\left(f_{1}(x)-f_{2}(x)\right) \frac{f_{1}(x)}{{\underset{\sim}{g}}^{g_{0}}(x)} d \mu+\int\left(f_{2}(x)-f_{1}(x)\right) \frac{f_{2}(x)}{{\underset{\Xi}{\tilde{\theta}}}(x)} d \mu \\
& \leq \int_{S_{1}}\left(f_{1}(x)-f_{2}(x)\right) \frac{f_{1}(x)}{g_{\theta}(x)} d \mu+\int_{S_{2}}\left(f_{2}(x)-{\underset{f}{1}}^{f_{1}}(x)\right) \frac{{\underset{\sim}{2}}(x)}{{\underset{\sim}{g}}_{\underline{g}}(x)} d \mu \\
& =\frac{1}{\theta} \int_{S_{1}}\left(f_{1}(x)-f_{2}(x)\right) \frac{f_{1}(x)}{f_{1}(x)+\frac{(1-\theta)}{\theta} f_{2}(x)} d \mu \\
& +\frac{1}{1-\theta} \int_{S_{2}}\left(f_{2}(x)-f_{1}(x)\right) \frac{f_{2}(x)}{\frac{\theta}{1-\theta} f_{1}(x)+f_{2}(x)} d \mu \\
& \leq \frac{1}{\theta} \int_{S_{1}}\left(f_{1}(x)-f_{2}(x)\right) d \mu+\frac{1}{1-\theta} \int_{S_{2}}\left(f_{2}(x)-f_{1}(x)\right) d \mu \\
& =\frac{\dot{\theta}}{\theta}\left[P_{e_{1}}\left(x \in S_{1}\right)-P_{e_{2}}\left(x \in S_{1}\right)\right]+\frac{1}{1-\theta}\left[P_{e_{2}}\left(x \in S_{2}\right)-P_{e_{1}}\left(x \in S_{2}\right)\right]
\end{aligned}
$$

$<\infty$ for every $0<\theta<1$
completing the proof of the proposition.
In the light of the Proposition 5.2.1, in the rest of this chapter, we shall assume that the parameter $\theta$ is confined to the interval ( 0,1 ) unless otherwise stated. It is noted, however, that if $\theta=0$ or $\theta=1$, then $I(\theta)$ can become infinite and similarly $E_{\theta}\left[\frac{\partial^{3}}{\partial \theta^{3}} \ln \left(g_{\theta}(x)\right)\right]$ can become unbounded.

### 5.3 Properties of the Information Function

The information function $I(\theta)$, given by (5.2.3), has certain interesting properties. These properties will be useful in the analysis of the likelihood equation and will be discussed here. Hill
[26] has obtaine $i$ Power series expansions for $I(\theta)$ when $:(x)$ and $f_{2}(x)$ are both density functions of (i) negative exporentiel distributions and (ii) normal distributions.

Now,

$$
\begin{aligned}
I(\theta)=\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\theta}(x)} d \mu & =-\frac{1}{\theta(1-\theta)} \int \frac{\left(g_{\theta}(x)-f_{1}(x)\right)\left(g_{\theta}(x)-f_{2}(x)\right)}{f_{\theta}(x)} d \mu \\
& =\frac{1}{\theta(1-\theta)}\left[1-\int \frac{f_{1}(x) \tilde{I}_{2}(x)}{g_{\theta}(x)} d \mu\right]
\end{aligned}
$$

and due to positivity of $I(\theta)$, proved in proposition (5.2.1), we have

$$
0 \leq \int \frac{f_{1}(x) f_{2}(x)}{g_{\underline{\theta}}(x)} d \mu \leq 1 .
$$

Since $\frac{1}{\theta(1-\theta)}$ is the information function for $\theta$ in a pure binomial situation, we see that the additional uncertainty as to which of the two populations, in the mixture of distributions $g_{\theta}(x)$, an observation comes from, is reflected in the factor

$$
\left[1-\int \frac{f_{1}(x) f_{2}(x)}{g_{\theta}(x)} d \mu\right] .
$$

If the densities $f_{1}(x)$ and $f_{2}(x)$ do not overlap, then we obtain the full binomial information, while if they are identical, the information is zero. This clearly indicates that unless the densities are rather well-separated, it will take an extremely large sample size to get a reasonably precise estimate of $\theta$.

Proposition 5.3.1. The information function $I(\theta)$ is infinitely differentiable under the integral sign.

Proof. Recall from the Lebesgue dominated convergence theorem that for any function $R_{\theta}(x)$ depending on $x$ and the parameter $\theta$,

$$
\left.\frac{\partial^{r}}{\partial \theta^{r}} \int R_{\theta}(x) d \mu\right|_{\theta=\theta_{0}}=\left.\int \frac{\partial^{r}}{\partial \theta^{r}} R_{\theta}(x)\right|_{\theta=\theta_{0}} d \mu
$$

for $r=1,2, \ldots$ if $\frac{\partial^{r}}{\partial \theta^{r}} R_{\theta}(x)$ exists at $\theta=\theta_{0}$ and if there exists an integrable function $H(x)$ such that

$$
\left|\frac{\partial^{r}}{\partial \theta^{r}} R_{\theta}(x)\right| \leq H(x)
$$

almost everywhere $\mu$, for every $\theta$ belonging to some neighbourhood of $\theta_{0}$.

Now clearly, $\frac{\partial^{r}}{\partial \theta^{r}}\left[\frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g(x)}\right]$ exists and

$$
\left|\frac{\partial^{r}}{\partial \theta^{r}}\left[\frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\theta}(x)}\right]\right|_{\sim}\left|=\left|\frac{(-1)^{r} r!\left(f_{1}(x)-f_{2}(x)\right)^{r+2}}{g_{\theta}^{r+1}(x)}\right|\right.
$$

$$
\begin{aligned}
& \text { where }{\underset{\sim}{\theta}}_{0}=\left(\theta_{0}, 1-\theta_{0}\right)^{\prime} \\
& \text { for } r=1,2, \ldots \\
& \int r: \frac{\left(f_{1}(x)-f_{2}(x)\right)^{r+2}}{g_{\theta}^{r+1}(x)} \\
& \text { for every } x \in S_{1} \\
& =\left\{r!\frac{\left(f_{2}(x)-f_{1}(x)\right)^{r+2}}{\mathrm{~g}_{\theta_{0}}^{r+1}(x)}\right. \\
& \text { for every } x \in S_{2} \\
& \text { for every } x \in \mathfrak{X}-S_{1} \cup S_{2}
\end{aligned}
$$

$$
\begin{align*}
& \begin{cases}\frac{r!}{\theta_{0}^{r+1}} \frac{\left(f_{1}(x)-f_{2}(x)\right)^{r+2}}{\left.f_{1}(x)+\frac{\left(1-\theta_{0}\right)}{\theta_{0}} f_{2}(x)\right)^{r+1}} & \text { for every } x \in S_{1} \\
\frac{r!}{\left(1-\theta_{0}\right)^{r+1}} \frac{\left(f_{2}(x)-f_{1}(x)\right)^{r+2}}{\left.\frac{\theta_{0}}{1-\theta_{0}} f_{1}(x)+f_{2}(x)\right)^{r+1}} & \text { for every } x \in S_{2} \\
0 & \text { for every } x \in \mathfrak{X}-S_{1} \cup S_{2} \\
\leq \begin{cases}\frac{r!}{\theta_{0}^{r+1} f_{1}(x)} & \text { for every } x \in S_{1} \\
\frac{r!}{\left(1-\theta_{0}\right)^{r+1}} f_{2}(x) & \text { for every } x \in S_{2} \\
0 \quad \text { for every } x \in \mathscr{X}-S_{1} \cup S_{2}\end{cases} \\
\quad \text { for } r=1,2, \ldots . & \text { (5.3.1) }\end{cases}
\end{align*}
$$

For anv neighbourhood of $\theta_{0}$ contained in ( 0,1 ), the coefficients of $f_{1}(x)$ and $f_{2}(x)$ in (5.3.1) can be held bounded and hence

$$
\left|\frac{\partial^{r}}{\partial \theta^{r}}\left[\frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\theta}(x)}\right]\right| \quad r=1,2, \ldots
$$

is dominated by an integrable function. Therefore the conditions of the Lebesgue dominated convergence theorem are satisfied by the function $\frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\theta}(x)}$, completing the proof.

Corollary 5.3.1. The Cramér-Rao lower bound $\frac{1}{n I(\theta)}$ is an infinitely differentiable function of $\theta \in(0,1)$.

Proof. From the Proposition 5.3.1, $I(\theta)$ is an infinitely differentiable function of $\theta \in(0,1)$. Thus it clearly follows that $\frac{1}{n I(\theta)}$ is also an infinitely differentiable function of $\theta \in(0,1)$.

Proposition 5.3.2. The Cramér-Rao lower bound $\frac{I}{n I(F)}$ is a concave function of $\theta \in(0,1)$.

Proof. Differentiating $\frac{1}{\mathrm{n} \mathrm{I}(\theta)}$ twice with respect to $\theta$,

Now, by the Cauchy-Schwartz inequality, we have

$$
\left.\iint \frac{\left(f_{\underline{z}}(x)-f_{2}(x)\right)^{3}}{\tilde{E}_{\theta}^{2}(x)} d \mu\right)^{2} \leq \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{{\underset{\sim}{\theta}}^{g_{\sim}}(x)} d \mu \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{4}}{\underline{g}_{\theta}^{3}(x)} d \mu
$$

which shows that the numerator of (5.3.2) is non-positive. Thus the second derivative of $\frac{I}{n I(\theta)}$ is non-positive for every $\theta \in(0,1)$ since the denominator in (5.3.2) is positive for such values of $\theta$. Hence $\frac{1}{n I(\theta)}$ is a concave function of $\theta \in(0,1)$.

Corollary 5.3.2. The Cramér-Rao lower bound $\frac{1}{n I(\theta)}$ has a finite unique relative maximum in ( 0,1 ).

Proof. In view of the fact that $\frac{I}{n I(\theta)}$ is a continuous function of $\theta \in(0,1)$, its concavity implies that the function has a unique maximum in ( 0,1 ).

### 5.4 Pronerties of the Likelihood Equation

Given the observations $x_{1}, \ldots, x_{n}$ from a distribution with density function $g_{\theta}(x)$ given by (5.1.1), we assume that $f_{1}\left(x_{i}\right) \neq f_{2}\left(x_{i}\right)$ for $i=1, \ldots, n$. This assumption is plausible for if $f_{1}\left(x_{\ell}\right)=f_{2}\left(x_{\ell}\right)$ for some $l \leq \ell \leq n$, then the information contained in $x_{\ell}$ is zero and
can be thus dismissed. Now, the likel:hcod equation $\dot{x}(\theta)$ given by (5.2.1), is a decreasing function of $\theta$ since

$$
\frac{d}{d \theta} \psi(\theta)=-\sum_{i=1}^{n}\left(\frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{\theta f_{1}\left(x_{i}\right)+(1-\theta) f_{2}\left(x_{i}\right)}\right)^{2}
$$

is strictly negative. Let

$$
\begin{equation*}
q_{j}=\frac{f_{2}\left(x_{j}\right)}{f_{2}\left(x_{j}\right)-f_{1}\left(x_{j}\right)} \quad \text { for } j=1, \ldots, n \tag{5.4.1}
\end{equation*}
$$

be the realization of the random variables $Q_{j}$ given by

$$
\begin{equation*}
Q_{j}=\frac{f_{2}\left(x_{j}\right)}{f_{2}\left(X_{j}\right)-f_{1}\left(x_{j}\right)} \quad \text { for } j=1, \ldots, n \tag{5.4.2}
\end{equation*}
$$

where, as before, $X_{j}$ is a random variable whose realized value is $x_{j}$ for $j=1, \ldots, n$. We can assume without loss of generality that $q_{1}<q_{2}<\ldots<q_{n}$ for if not, then $q_{j}$ 's can be rearranged to satisfy this condition. Denote by $p$, the probability that each $q_{j}, I \leq j \leq n$, is non-positive, i.e.

$$
\begin{aligned}
p & =\text { prob. }\left[Q_{j} \leq 0 \text { for some } 1 \leq j \leq n\right]=\text { prob. }\left[f_{1}\left(X_{j}\right)>f_{2}\left(X_{j}\right) \text { for some } 1 \leq j \leq n\right] \\
& =\text { prob. }\left[X_{j} \in S_{1} \text { for some } 1 \leq j \leq n\right]=\int_{S_{1}} g_{\theta}(x) d \mu .
\end{aligned}
$$

Then

$$
\begin{aligned}
1-p & =\text { prob. }\left[Q_{j}>0 \text { for some } 1 \leq j \leq n\right]=\text { prob. }\left[X_{j} \in S_{2} \text { for some } 1 \leq j \leq n\right] \\
& =\int_{S_{2}} g_{\theta}(x) d \mu .
\end{aligned}
$$

Now, using (5.4.1), we can write $\psi(\theta)$ as

$$
\psi(\theta)=\frac{1}{n} \sum_{j=1}^{n} \frac{1}{\theta-q_{j}}
$$

which shows that $\psi(\theta)$ is a continuous function of $\theta$ for $q_{j}<\theta<q_{j+1}$ where $j=1, \ldots, n-1$ and finding the roots of $\psi(\theta)=0$, leads to
 Further for each $1 \leq j \leq n-1$,

$$
\psi\left(q_{j}+0\right) \rightarrow+\infty
$$

and

$$
\psi\left(q_{j+1}-0\right) \rightarrow-\infty
$$

and therefore in view of the fact that $\psi(\theta)$ is decreasing in the intervals $\left(q_{j}, q_{j+1}\right) j=1, \ldots, n-1$, it follows that $i t h a s$ a unique root in each of these intervals. The function has simple poles at $q_{1}, \ldots, q_{n}$.

Further, if $q_{1}<q_{2}<\ldots<q_{n} \leq 0$, the probability of which is $p^{n}$, then the roots of $\psi(\theta)$ are negative and the value $\hat{\theta}_{n}=0$ is . chosen as the estimate of $0^{*}$. On the other hand, if $0<q_{1}<q_{2}<\ldots<q_{n}$, which happends with probability (1-p) ${ }^{n}$, then with the same probability, $1 \leq q_{1}<q_{2}<\ldots<q_{n}$. In this case, the roots of $\psi(\theta)$ exceed unity and we choose $\hat{\theta}_{n}=1$ as the estimate of日*. In particular if $q_{j}$ 's change sign at $q_{r}$ for some $l \leq r \leq n-1$ so that $q_{r} \leq 0$ and $q_{r+1}>0$, then there exists a unique value of $\theta$ satisfying $\psi(\theta)=0$ such that $q_{r}<\theta<q_{r+1}$ which forms the estimate of $\theta^{*}$ (Figure 5.1). Hence the maximum likelihood estimator $\hat{\theta}_{\mathrm{n}}$ of $\theta^{*}$ is defined as

$$
\left\{\begin{array}{lr}
\hat{\theta}_{n}=0 & \text { if } q_{1}<q_{2}<\ldots<q_{n}<0  \tag{5.4.3}\\
q_{r}<\hat{\theta}_{n}<q_{r+1} \text { satisfying } \psi\left(\hat{\theta}_{n}\right)=0 & \text { if } q_{1}<q_{2}<\ldots<q_{r}<0 \\
& \text { and } 0<q_{r+1}<\ldots<q_{n} \\
\hat{\theta}_{n}=1 & \text { for some } 1 \leq r \leq n-1
\end{array}\right\}
$$

and if $\hat{\theta}_{n}$ is the realization of the random variable $Z_{n}$, by using
(5.2.2), we have

$$
\left\{\begin{array}{ll}
Z_{n}=0 & \text { with probability } \underline{z}^{n} \\
Q_{r}<Z_{n}<Q_{r+1} \text { for some } 1 \leq r \leq n-1 & \text { with probability } \\
\text { and satisfies } \Psi\left(Z_{n}\right)=0 & {\left[1-p^{n}-(1-p)^{n}\right]} \\
Z_{n}=1 & \text { with probability }(1-p)^{n}
\end{array}\right\}
$$

It should be noted that the estimator of $\theta^{*}$ defined by (5.4.3) can take values outside the interval $(0,1)$. Indeed the value $\hat{\theta}_{n}$, $q_{r}<\hat{\theta}_{n}<q_{r+1}$ with $q_{r} \leq 0$ and $q_{r+1}>0$ defined by (5.4.3) satisfies $q_{r} \leq 0<\hat{\theta}_{n}<l \leq q_{r+1}$ if and only if

$$
\psi(0)=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{f_{2}\left(x_{i}\right)}=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)}{f_{2}\left(x_{i}\right)}-1
$$

is positive and

$$
\psi(1)=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{f_{1}\left(x_{i}\right)}=1-\frac{1}{n} \sum_{i=1}^{n} \frac{f_{2}\left(x_{i}\right)}{f_{1}\left(x_{i}\right)}
$$

is negative. Thus defining

$$
a_{12}(x)=\frac{f_{1}(x)}{f_{2}(x)} \text { and } a_{21}=\frac{f_{2}(x)}{f_{1}(x)},
$$

we have $0<\hat{\theta}_{\mathrm{n}}<1$ if and only if the sample means of $\mathrm{a}_{12}(\mathrm{x})$ and $a_{21}(x)$ given by

$$
\bar{a}_{12}=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)}{f_{2}\left(x_{i}\right)} \text { and } \bar{a}_{21}=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{2}\left(x_{i}\right)}{f_{1}\left(x_{i}\right)}
$$

both exceed unity. Hence denoting by $\overline{\mathrm{A}}_{12}$ and $\overline{\mathrm{A}}_{21}$ the random variables whose realizations are $\bar{a}_{12}$ and $\bar{a}_{21}$ respectively, we have

$$
\operatorname{Prob}\left(0<\hat{\theta}_{n}<1\right)=\therefore-\operatorname{Prob}\left(\overline{\mathrm{A}}_{12} \leq 1\right)-\operatorname{Prob}\left(\bar{A}_{21} \leq I\right) .
$$

In the following theorem, we give sufficient conaitions for the existence of a unique root of $\psi(\theta)=0$ in the interval $(0,1)$ in large sample sizes.

Theorem 5.4.1. If $I(0)$ and $I(1)$, where $I(\theta)$ is given by (5.2.3), both exist and are finite, then with probability approaching unity $\psi(\theta)=0$ has a unique root in the interval $(0,1)$.

Proof. From (5.2.2), we have

$$
\Psi(0)=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(X_{i}\right)-f_{2}\left(X_{i}\right)}{f_{2}\left(X_{i}\right)} \text { and } \Psi(1)=\frac{1}{n} \sum_{i=1}^{n} \frac{f_{1}\left(x_{i}\right)-f_{2}\left(x_{i}\right)}{f_{1}\left(x_{i}\right)} .
$$

Thus $\Psi(0)$ and $\Psi(1)$ are both sums of independently and identically distributed random variables with

$$
\begin{aligned}
E_{\theta}\left[\frac{f_{1}(x)-f_{2}(x)}{f_{2}(x)}\right] & =\int \frac{f_{1}(x)-f_{2}(x)}{f_{2}(x)}\left[\theta f_{1}(x)+(1-\theta) f_{2}(x)\right] d \mu \\
& =\theta \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{f_{2}(x)} d \mu+\int \frac{\left(f_{1}(x)-f_{2}(x)\right)}{f_{2}(x)} f_{2}(x) d \mu \\
& =\theta I(0)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
E_{\theta}\left[\frac{f_{1}(x)-f_{2}(x)}{f_{1}(x)}\right] & =\int \frac{f_{1}(x)-f_{2}(x)}{f_{1}(x)}\left[\theta f_{1}(x)+(1-\theta) f_{2}(x)\right] d \mu \\
& =-(1-\theta) \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{f_{1}(x)} d \mu+\int \frac{\left(f_{1}(x)-f_{2}(x)\right)}{f_{1}(x)} f_{1}(x) d \mu \\
& =-(1-\theta) I(1) .
\end{aligned}
$$

So, if $I(0)$ and $I(1)$ both exist and are finite, then by the weak law of large numbers $\Psi(0)$ and $\Psi(1)$ converge in probability to $\theta I(0)$ and $-(I-\theta) I(I)$ respectively, i.e.

$$
\begin{aligned}
& \Psi(0)=\theta I(0)+o_{p}(1) \\
& \text { and } \quad \Psi(1)=-(1-\theta) I(1)+o_{p}(1)
\end{aligned}
$$

$$
\begin{aligned}
& \text { as } n \rightarrow \infty \\
& \text { as } n \rightarrow \infty .
\end{aligned}
$$

Now, since $I(0)$ and $I(1)$ are both positive, with probability approaching unity $\Psi(0)>0$ and $\Psi(1)<0$ as $n \rightarrow \infty$. Hence with such a probability there exists a unique root of $\psi(\theta)=0$ in $(0,1)$ as $n \rightarrow \infty$.
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### 5.5 Iterative Solutions of the Likelihood Equation

The exisuence of a root of $\psi(\theta)=0$ forming the meximum livelinood estimator of $\theta^{*}$ was discussed in previous sections. To obtain this root is yet another problem since solving $\psi(\theta)=0$, in general, is of course an impracticaltask. We can, however, use numerical techniques to obtain the solution of $\psi(\theta)=0$. The computational routines for finding the roots of a likelihood equation has been the subject of many papers. Barnett [3] gives an analysis of the various numerical techniques used to approximate the roots of the likelihood equation and Kale [29, 30] investigated the large sample properties of iterative processes. R.A. Fisher was the first to discuss and advocate the use of successive iterations to solve the likelihood equation. Fisher argued that in many cases where the regularity conditions listed in Section 4.2 are satisfied, it would be sufficient to execute only one cycle iteration in order to arrive at a good approximation. Northan [39] has shown, however, that several cycles of iteration may be required to obtain a reasonable convergence. Barnett [3] illustrates the properties of several successive approximation techniques for small samples, when the random variables have a Cauchy distribution depending on a location parameter.

Perhaps the most commonly used numerical method for locating the relative maxima of the likelihood equation is the celebrated NewtonRaphson method and other well-known techniques are variants of it. The Newton-Raphson method is based on the expansion of the likelihood equation in Taylor's series around its root. Thus if $\hat{\theta}_{\mathrm{n}}$ denotes the root of $\psi(\theta)=0$,

$$
0=\psi\left(\hat{\theta}_{\mathrm{n}}\right)=\psi\left(\hat{\theta}_{\mathrm{n}}^{(0)}\right)+\left(\hat{\theta}_{\mathrm{n}}-\hat{\theta}_{\mathrm{n}}^{(0)}\right) \frac{\partial}{\partial \theta} \psi\left(\hat{\theta}_{\mathrm{n}}+\nu\left(\hat{\theta}_{\mathrm{n}}-\hat{\theta}_{\mathrm{n}}^{(0)}\right)\right) \text { (5.5.1) }
$$

for some $0 \leq \nu \leq 1$, where $\hat{\theta}_{n}^{(0)}$ is an initial solution. If we take
$\nu=0$ in (f.5.1), we obtain an approximation for $\hat{e}_{n} \underset{n}{n}$ (5.5.I), namely

$$
\begin{equation*}
\hat{\theta}_{n}^{(1)}=\hat{\theta}_{n}^{(0)}-\left(\frac{\psi(\theta)}{\frac{\partial}{\partial \theta} \psi(\theta)}\right)_{\theta=\hat{\theta}_{n}^{(0)}} \tag{5.5.2}
\end{equation*}
$$

and by using (5.2.1), we obtain

$$
\begin{equation*}
\hat{\theta}_{n}^{(1)}=\hat{\theta}_{n}^{(0)}+\frac{\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\hat{\theta}}(0)^{\left(x_{j}\right)}}}{\frac{1}{n} \sum_{j=1}^{n}\left(\frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{\mathrm{g}}{\hat{n}}}^{(0)}\left(x_{j}\right)}\right)^{2}} \tag{5.5.3}
\end{equation*}
$$

where $\hat{\theta}_{\mathrm{n}}^{(0)}=\left(\hat{\theta}_{\mathrm{n}}^{(0)}, 1-\hat{\theta}_{\mathrm{n}}^{(0)}\right)^{\prime}$. The value $\hat{\theta}_{\mathrm{n}}^{(1)}$ can be substituted. in (5.5.3) for $\hat{\theta}_{n}^{(0)}$ to obtain another value $\hat{\theta}_{n}^{(2)}$, and so on. Generally, starting from an initial solution $\hat{\theta}_{\mathrm{n}}^{(0)}$, we generate a sequence $\left\{\hat{\theta}_{n}^{(r)} ; r=0,1,2, \ldots\right\}$, which is determined successively by the formula

$$
\hat{\theta}_{n}^{(r+1)}=\hat{\theta}_{n}^{(r)}+\frac{\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\hat{j}(r)}\left(x_{j}\right)}}{\frac{1}{n} \sum_{j=1}^{n}\left(\frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{j}{\hat{\theta}}}^{g_{n}(r)}\left(x_{j}\right)}\right)^{2}} \quad r=0,1, \ldots
$$

where ${\underset{\sim}{\theta}}^{\hat{\theta}}(r)=\left(\hat{\theta}_{n}^{(r)}, 1-\hat{\theta}_{n}^{(r)}\right)^{\prime}$ for $r=1,2, \ldots$. If the initial solution $\hat{\theta}_{n}^{(0)}$ was chosen close to the root of the likelihood equation $\hat{\theta}_{\mathrm{n}}$, there is a good chance that the sequence generated by (5.5.4) will converge to the root $\hat{\theta}_{\mathrm{n}}$.

It is shown in Zacks [61], that the Newton-Raphson method of iteration genéally leads to a CAN and asymptotically efficient estimator after the first cycle of the iteration process is completed, provided
that the initial solutior. i; a consistent estimator. Taus in $\hat{\theta}_{n}^{(0)}$ is chosen to be a consistent estimator of $\theta^{*}$, and if $\hat{\theta}_{n}^{(0)}$ is the realization of a random variable $z_{n}^{(0)}$, then using (5.5.3), by Zack's theorem we can say that the random variable $\mathrm{Z}_{\mathrm{n}}^{(\mathrm{I})}$ given by

$$
z_{n}^{(1)}=z_{n}^{(0)}+\frac{\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{z_{n}^{(0)} f_{1}\left(x_{j}\right)+\left(1-z_{n}^{(0)}\right) f_{2}\left(x_{j}\right)}}{\frac{1}{n} \sum_{j=1}^{n}\left(\frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{z_{n}^{(0)} f_{1}\left(x_{j}\right)+\left(1-z_{n}^{(0)}\right) f_{2}\left(x_{j}\right)}\right)^{(5.5 .5)}}
$$

is asymptotically normally distributed with mean $\theta^{*}$ and variance $\frac{1}{\mathrm{n} I\left(\theta^{*}\right)}$.

The method of iteration that we adopt in here is the method of "scoring for parameter" which is derived from the Newton-Raphson method by replacing the denominator of the correction term in (5.5.2), namely $\frac{\partial}{\partial \theta} \Psi(\theta)$, by its expected value given by

$$
E_{\theta}\left[\frac{\partial}{\partial \theta} \Psi(\theta)\right]=-E_{\theta}\left[\frac{f_{1}\left(X_{j}\right)-f_{2}\left(X_{j}\right)}{g_{\dot{\theta}}\left(X_{j}\right)}\right]^{2}=-\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\dot{\sim}}(x)} d \mu=-I(\theta) .
$$

Thus choosing the initial solution $\hat{\theta}_{n}^{(0)}$, the sequence $\left\{\hat{\theta}_{n}^{(r)} ; r=0,1, \ldots\right\}$ is generated by successive substitution in the formula

$$
\hat{\theta}_{n}^{(r+1)}=\hat{\theta}_{n}^{(r)}+\frac{1}{n I\left(\hat{\theta}_{n}^{(r)}\right)} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{\theta}{\hat{\theta}}}^{(r)}(r)_{j}^{\left(x_{j}\right)}} \quad r=0,1, \ldots
$$

where $\hat{\theta}_{n}^{(r)}=\left(\hat{\theta}_{n}^{(r)}, 1-\hat{\theta}_{n}^{(r)}\right)$ ' for $r=0,1,2, \ldots$ and $I(\theta)$ is the Fisher's information function.

The method of scoring for parameter was first introduced by Fisher and it is argued by various authors (e.g. Kale [29]) that this method is often more appropriate from the computational point of view in certain cases specially for large sample sizes. Using the method of scoring for parameter to find the root of $\psi(\theta)=0$, it turns out that the
solution obtained after a l-cycle iteratior has certain interesting properties when the initial solution is chosen to be any arbitrary value in the interval ( 0,1 ). In the followings, we investigate these properties together with the properties of the solution obtained after the second cycle of the iteration.

Suppose that the value $\hat{\theta}^{(0)}$ is chosen (independent of the observations) in the interval ( 0,1 ). Substituting $\hat{\theta}^{(0)}$ for $\hat{\theta}_{n}^{(0)}$ in (5.5.6) with $r=0$, we get

$$
\begin{equation*}
\hat{\theta}_{n}^{(1)}=\hat{\theta}^{(0)}+\frac{1}{\left.n I \hat{\theta}^{(0)}\right)} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{\hat{g}_{\hat{\theta}}(0)\left(x_{j}\right)} \tag{5.5.7}
\end{equation*}
$$

where $\hat{\theta}^{(0)}=\left(\hat{\theta}^{(0)}, 1-\hat{\theta}^{(0)}\right)$, as the estimate of $\theta^{*}$ obtained after the first cycle of the iteration. Let $Z_{n}^{(1)}$ be the random variable whose realization $\hat{\theta}_{\mathrm{n}}^{(1)}$ is given by (5.5.7).

Theorem 5.5.1. The random variable $\mathrm{Z}_{\mathrm{n}}^{(1)}$ converges almost surely to $\theta^{*}$ as $n+\infty$.

Proof. Consider

$$
\Psi\left(\hat{\theta}^{(0)}\right)=\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{\hat{\theta}}{\hat{\theta}}}(0)^{\left(x_{j}\right)}}
$$

which is the sum of independently and identically distributed random variables. Then a necessary and sufficient condition for $\Psi\left(\hat{\theta}^{(0)}\right)$ to obey the strong law of large numbers is that

$$
\begin{equation*}
E_{\sim}^{\theta^{*}}\left|\frac{f_{1}(x)-f_{2}(x)}{\underset{\sim}{g_{\hat{\theta}}}(0)^{(x)}}\right|<\infty . \tag{5.5.8}
\end{equation*}
$$

Now,
where $S_{1}$ and $S_{2}$ are, as before, defined by

$$
S_{1}=\left\{x \in \mathscr{X}: f_{1}(x)>f_{2}(x)\right\} \text { and } S_{2}=\left\{x \in \mathfrak{X}: f_{2}(x)>f_{1}(x)\right\}
$$

Then

$$
\begin{aligned}
& \left|\begin{array}{ll}
\frac{f_{1}(x)-f_{2}(x)}{g_{\hat{\theta}}(0)}(x)
\end{array}\right|= \begin{cases}\frac{1}{\hat{\theta}(0)} \frac{f_{1}(x)-f_{2}(x)}{\left(f_{1}(x)-f_{2}(x)\right)+\frac{1}{\hat{\theta}(0)} f_{2}(x)} & \text { for every } x \in S_{1} \\
\frac{1}{1-\hat{\theta}^{(0)}} \frac{f_{2}(x)-f_{1}(x)}{\left(f_{2}(x)-f_{1}(x)\right)+\frac{1}{1-\hat{\theta}^{(0)}} f_{1}(x)} & \text { for every } x \in S_{2} \\
0 \quad \text { for every } x \in \mathscr{X}-S_{1} \cup S_{2}\end{cases} \\
& \leq \begin{cases}\frac{1}{\hat{\theta}(0)} & \text { for every } x \in S_{1} \\
\frac{1}{1-\hat{\theta}^{(0)}} & \text { for every } x \in S_{2} \\
0 & \text { for every } x \in \mathcal{X}-S_{1} \cup S_{2}\end{cases} \\
& \leq \frac{1}{\min \left(\hat{\theta}^{(0)}, 1-\hat{\theta}^{(0)}\right)} \text { for every } x \in X .
\end{aligned}
$$

Hence (5.5.8) holds since $0<\hat{\theta}^{(0)}<1$ and therefore by the strong law of large numbers, $\Psi\left(\hat{\theta}^{(0)}\right)$ converges almost surely to

$$
\begin{align*}
& =\theta^{*} \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{{\underset{\hat{\theta}}{\hat{\theta}}}(0)^{(x)}} d \mu+\int \frac{\left(f_{1}(x)-f_{2}(x)\right)}{g_{\hat{\theta}}(0)^{(x)}} f_{2}(x) d \mu \\
& =\left(\theta^{*}-\hat{\theta}^{(0)}\right) \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{g_{\hat{\theta}}(0)}(x) \quad d \mu \\
& +\int \frac{\left(f_{1}(x)-f_{2}(x)\right)}{g_{\hat{\theta}}(0)}\left[\hat{\theta}^{(0)}\left(f_{1}(x)-f_{2}(x)\right)+f_{2}(x)\right] d \mu \\
& =\left(\theta^{*}-\hat{\theta}^{(0)}\right) I\left(\hat{\theta}^{(0)}\right)+\int\left(f_{1}(x)-f_{2}(x)\right) d \mu \\
& =\left(\theta^{*}-\hat{\theta}^{(0)}\right) I\left(\hat{\theta}^{(0)}\right) \text {. } \tag{5.5.9}
\end{align*}
$$

Now, from (5.5.7),

$$
\begin{equation*}
z_{n}^{(I)}=\hat{\theta}^{(0)}+\frac{\Psi\left(\hat{\theta}^{(0)}\right)}{I\left(\hat{\theta}^{(0)}\right)} \tag{5.5.10}
\end{equation*}
$$

which by using (5.5.9), we see that as $n \rightarrow \infty$, $Z_{n}^{(1)}$ converges almost surely to

$$
\hat{\theta}^{(0)}+\frac{\left(\theta^{*}-\hat{\theta}^{(0)}\right) I\left(\hat{\theta}^{(0)}\right)}{I\left(\hat{\theta}^{(0)}\right)}=\theta^{*}
$$

completing the proof of the theorem.

Theorem 5.5.2. The estimate $\hat{\theta}_{\mathrm{n}}^{(1)}$ given by (5.5.7) is unbiased and CAN with

$$
\operatorname{Var}_{\underset{\sim}{*}}\left[Z_{n}^{(1)}\right]=\frac{1}{n}\left\{\frac{1}{I^{2}\left(\hat{\theta}^{(0)}\right)} \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{\mathrm{~g}_{\hat{\theta}}^{2}(0)^{(x)}}{\underset{\sim}{\theta}}^{g_{\tilde{\theta}}}(x) d \mu-\left(\theta^{*}-\hat{\theta}^{(0)}\right)^{2}\right\}
$$

Proof. From (5.5.10),

$$
E_{\theta}\left[Z_{n}^{(1)}\right]=\hat{\theta}^{(0)}+\frac{1}{I\left(\hat{\theta}^{(0)}\right)} E_{\theta^{*}}\left[\frac{f_{1}(X)-f_{2}(X)}{{\underset{\theta}{\hat{\theta}}}^{(0)}}{ }^{(X)}\right]=\theta^{*}
$$

which proves the unbiasedness. Further,

$$
\begin{aligned}
& \operatorname{Var}_{\theta^{*}}\left[Z_{n}^{(1)}\right]=\frac{I}{n I^{2}\left(\hat{\theta}^{(0)}\right)} \operatorname{Var}_{\underset{\sim}{*}}\left(\frac{f_{1}(X)-f_{2}(X)}{\underset{\sim}{\hat{\theta}}(0)}(X) \quad\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{I}{n I^{2}\left(\theta^{(0)}\right)}\left\{\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{2}}{\underset{\sim}{\hat{\theta}_{\sim}^{2}(0)}} \mathrm{g}_{\hat{\theta}}(x) d \mu-\left(\theta^{*}-\hat{\theta}^{(0)}\right)^{2} I^{2}\left(\hat{\theta}^{(0)}\right)\right\}
\end{aligned}
$$

which establishes (5.5.11).
Finally, since $\Psi\left(\hat{\theta}^{(0)}\right)$ is the sum of independently and identically distributed random variables with finite first and second moments, by the central limit theorem, the asymptotic distribution of $\psi\left(\hat{\theta}^{(0)}\right)$ is normal. Thus it follows from (5.5.10) that the asymptotic distribution of $\mathrm{Z}_{\mathrm{n}}^{(1)}$ is also normal with mean $\theta^{*}$ and variance given by (5.5.11).

Hence by using theorem 5.5.2, the variance of $\mathrm{z}_{\mathrm{n}}^{(1)}$ can be found for any finite samples from the formulae (5.5.11). We shall now prove that although the estimator $\hat{\theta}_{\mathrm{n}}^{(1)}$ is not uniformly minimum variance unbiased, it has, however, the optimal property of being locally minimum variance unbiased estimator at $\hat{\theta}^{(0)}$. First we define these terms and in doing so, we denote by $\mathscr{H}$ the class of all unbiased estimates of $\theta^{*}$.

Definition 5.5.1. (Zacks [61]): An unbiased estimator of $\theta^{*}$ say $\hat{\theta} \in \mathcal{M}$, which is the realization of a random variable $Z$, is said to be uniformly minimum variance unbiased (UMVU) estimator if given any other unbiased estimator, say $\bar{\theta} \in \mathcal{M}$ which is the realization of the random variable $\bar{Z}$, we have

$$
\operatorname{Var}_{\theta}(Z) \leq \operatorname{Var}_{\theta}(\bar{Z})
$$

for every $\underset{\sim}{\theta}=(\theta, I-\theta)$ ' with $\theta \in(0, I)$. The UMVU estimator is often called the best unbiased estimator in statistical literature.

Definition 5.5.2. (Zacks [61]): The estimator $\hat{\theta}$ defined above is said to be locally minimum variance unbiased (LMVU) estimator at $\theta_{0} \in(0,1)$ if

$$
\operatorname{Var}_{\theta_{0}}(z) \leq \operatorname{Var}_{\theta_{0}}(\bar{z})
$$

where ${\underset{\sim}{\theta}}_{0}=\left(\theta_{0}, l-\theta_{0}\right)$ and $\bar{z}$ is as defined in Definition 5.5.1.

Theorem 5.5.3. The estimate $\hat{\theta}_{\mathrm{n}}^{(1)}$ given by (5.5.7) is LMVU at $\hat{\theta}^{(0)}$. Proof. From Definition 5.5.1, it is clear that $\hat{\theta}_{n}^{(1)}$ is not UMVU since $n \operatorname{Var}_{\theta}\left(Z_{n}^{(1)}\right)$ obtained from (5.5.11) is not equivalent to the inverse of the information function $I(\theta)$. However, we can see from (5.5.11) that

$$
\operatorname{Var}_{\hat{\theta}}(0)\left(Z_{n}^{(I)}\right)=\frac{I}{n I\left(\hat{\theta}^{(0)}\right)}
$$

which is the minimum attainable variance for an unbiased estimator according to the Cramér-Rao inequality. Hence by Definition 5.5.2, $\hat{\theta}_{\mathrm{n}}^{(\mathrm{l})}$ is LMVU at $\hat{\theta}^{(0)}$. The LMVU estimates, apart from being of interest on their own, are often used in statistical estimation problems when UMVU estimates of the unknown parameters in a distribution do not exist. Since the essential element for the existence of a UMVU estimator is the completeness of the family of distributions in the given statistical model (Zacks [61]), a UMVU estimate will not exist in the absence of completeness.

In such situations the LMVU estimators may. however, exisi and serve as a practical alternative.

Zacks [61] gives a useful general account of LMVU estimators and proves that a necessary and sufficient condition for an unbiased estimator to be LMVU at a certain point of the parameter space is that the estimator should be uncorrelated with any unbiased estimator of 0 with a finite variance. Thus if $n(X)$ is an unbiased estimator of 0 such that

$$
E_{\underline{\theta}}[n(x)]=0
$$

for every $\underset{\sim}{\theta}=(\theta, 1-\theta)$, with $\theta \in(0,1)$, by using theorem 5.5.3, we have
whenever

$$
\operatorname{Cov}_{\hat{\theta}}(0)\left(Z_{n}^{(1)}, n(x)\right)=0
$$

$$
\operatorname{Var}_{\hat{\theta}}(0)(n(x))<\infty .
$$

We have therefore established certain properties of $\hat{\theta}_{n}^{(1)}$, the estimator of $\theta^{*}$ given by a l-cycle iteration of the Fisher's scoring method. But the choice of the starting solution $\hat{\theta}^{(0)}$ which is an arbitrary point (independent of the observations) taken from the interval $(0,1)$ can, of course, influence $\hat{\theta}_{n}^{(1)}$ and thus $\hat{\theta}^{(0)}$ should be chosen so that the anomaly associated with this choice is minimized in some sense. We note from (5.5.11) that $\operatorname{Var}_{\theta^{*}}\left[\mathrm{Z}_{\mathrm{n}}^{(1)}\right]$ is a continuous and differentiable function of $\theta^{*}$. Upon differentiating it twice with respect to $\theta^{*}$, we obtain

$$
\begin{equation*}
\frac{d}{d \theta^{*}}\left(\operatorname{Var}_{\theta^{*}}\left[Z_{n}^{(I)}\right]\right)=\frac{I}{n}\left\{\frac{1}{I^{2}\left(\hat{\theta}^{(0)}\right)} \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{g_{\hat{\theta}}^{2}(0)(x)} d \mu-2\left(\theta^{*}-\hat{\theta}^{(0)}\right)\right\} \tag{5.5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2}}{d \theta^{* 2}}\left(\underset{\sim}{\operatorname{Var}_{\theta *}}\left[Z_{n}^{(1)}\right]\right)=-2 \tag{5.5.13}
\end{equation*}
$$

which shows that $\operatorname{Var}_{\theta^{*}}\left[\mathrm{Z}_{\mathrm{n}}^{(1)}\right]$ is a concave function of $\theta^{*}$ achieving its maximum at the root of (5.5.12) given by

$$
\begin{equation*}
\tilde{\theta} *=\hat{\theta}^{(0)}+\frac{1}{2 I^{2}\left(\hat{\theta}^{(0)}\right)} \int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{\underset{\sim}{E_{\hat{\theta}}^{2}(0)}(x)} d \mu \tag{5.5.14}
\end{equation*}
$$

Substituting (5.5.14) into (5.5.11), we get
and by minimizing (5.5.15) with respect to $\hat{\theta}^{(0)}$, we can determine the arbitrary starting point so that the maximum variance after one iteration is minimum (i.e. $\hat{\theta}_{\mathrm{n}}^{(1)}$ is the minimax estimator under the squared error loss function).

Let

$$
J_{r}(\theta)=\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{r+1}}{{\underset{\sim}{g}}_{\underset{\sim}{r}}(x)} d \mu
$$

for $r=0,1, \ldots$ and for every $\theta \in(0,1)$ where $\underset{\sim}{\theta}=(\theta, 1-\theta)$ '. Note that in particular we have $J_{0}(\theta)=0$ for every $\theta \in(0,1)$ and $J_{1}(\theta)=I(\theta)$. Since $J_{r}(\theta)$ has the property that

$$
\frac{d}{d \theta} J_{r}(\theta)=-r J_{r+l}
$$

for $r=0,1, \ldots$, we can write (5.5.15) as

$$
\begin{aligned}
\sup _{0<\theta^{*}<1} \operatorname{Var}_{\sim}{\underset{\sim}{\theta}}\left(Z_{n}^{(1)}\right) & =\frac{1}{n}\left\{\frac{1}{4}\left[\frac{J_{2}\left(\hat{\theta}^{(0)}\right)}{\left.J_{1}^{2} \hat{\theta}^{(0)}\right)}\right)^{2}+\frac{1}{J_{1}\left(\hat{\theta}^{(0)}\right)}\right\} \\
& =\frac{1}{n}\left\{\frac{1}{4}\left[-\frac{d}{\partial \hat{\theta}(0)}\left\{\frac{1}{J_{1}\left(\hat{\theta}^{(0)}\right)}\right]\right]^{2}+\frac{1}{J_{1}\left(\hat{\theta}^{(0)}\right)}\right\}
\end{aligned}
$$

To minimize (5.5.16), we set its derivative, with resきミct to $\hat{\theta}^{(0)}$, equal to zero. We find that the stationary points of (5.5.16) are the roots of
or

$$
\frac{1}{2} \frac{d^{2}}{d \theta^{2}}\left[\frac{1}{J_{1}(\theta)}\right] \cdot \frac{d}{d \theta}\left[\frac{1}{J_{1}(\theta)}\right]+\frac{d}{d \theta}\left[\frac{1}{J_{1}(\theta)}\right]=0
$$

$$
\frac{d}{d \theta}\left[\frac{1}{J_{1}(\theta)}\right]\left\{\frac{1}{2} \frac{d^{2}}{d \theta^{2}}\left[\frac{1}{J_{1}(\theta)}\right]+1\right\}=0
$$

from which

$$
\frac{d}{d \theta}\left[\frac{1}{J_{1}(\theta)}\right]=0
$$

yields

$$
J_{2}=0
$$

and

$$
\frac{1}{2} \frac{d^{2}}{d \theta^{2}}\left[\frac{1}{J_{1}(\theta)}\right]+1=0
$$

has a solution of the form

$$
\begin{equation*}
J_{1}(\theta)=\frac{1}{-\theta^{2}+A \theta+B} \tag{5.5.17}
\end{equation*}
$$

where $A$ and $B$ are real constants determined such that $0<J_{1}(\theta)<\infty$ for every $0<\theta<1$.

By differentiating (5.5.16) twice, it will be seen that the solution $J_{2}(\theta)=0$ corresponds to the minimum of (5.5.16) while (5.5.17) corresponds to its maximum. But according to corollary 5.3.2, the
equation

$$
\begin{equation*}
J_{2}(\theta)=\frac{d}{d \theta}(-I(\theta))=\int \frac{\left(f_{1}(x)-f_{2}(x)\right)^{3}}{E_{\theta}^{2}(x)} d \mu=0 \tag{5.5.18}
\end{equation*}
$$

has necessarily a unique root in $(0,1)$ and hence if this root is used as the starting solution of the iteration process, then $\hat{\theta}_{n}^{(1)}$, the estimate of $\theta^{*}$ given by a l-cycle iteration, is minimax under the squared error loss function.

This result is intuitively plausible for if we denote the unique root of (5.5.18) by $\theta_{\mathrm{m}}$ and substitute $\theta_{\mathrm{m}}$ in (5.5.15) for $\hat{\theta}^{(0)}$, we find that

$$
\left.\sup _{0<\theta^{*}<1} \operatorname{Var}_{\theta^{*}}\left(Z_{n}^{(1)}\right)\right|_{\hat{\theta}_{n}^{(0)}=\theta_{m}}=\frac{1}{n I\left(\theta_{m}\right)}
$$

which is minimum according to the Cramér-Rao inequality.
So far, we have established the properties of the estimate of $\theta^{*}$ obtained after the first cycle of the iteration. The question naturally arising now is the behaviour of the subsequent iterations. In the following theorem, we establish the properties of the estimate of $\theta^{*}$ obtained after the second cycle of the iteration is completed. Thus suppose that $\hat{\theta}_{n}^{(1)}$ given by (5.5.7) is substituted in (5.5.6) with $r=1$, to obtain $\hat{\theta}_{n}^{(2)}$ and denote by $Z_{n}^{(2)}$ the random variable whose realization is $\hat{\theta}_{\mathrm{n}}^{(2)}$. Hence
and

$$
\begin{equation*}
\hat{\theta}_{n}^{(2)}=\hat{\theta}_{n}^{(1)}+\frac{1}{n I\left(\hat{\theta}_{n}^{(1)}\right)} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\hat{\theta}_{n}(1)}^{\left(x_{j}\right)}} \tag{5.5.19}
\end{equation*}
$$

$$
\begin{equation*}
z_{n}^{(2)}=z_{n}^{(1)}+\frac{1}{n I\left(z_{n}^{(1)}\right)} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{z}{z}}^{(1)}\left(x_{j}\right)} \tag{5.5.20}
\end{equation*}
$$

where $\underset{\sim}{Z_{n}^{(1)}}=\left(Z_{n}^{(I)}, I-Z_{n}^{(1)}\right)^{\prime}$ and as before $\hat{\theta}_{n}^{(I)}=\left(\hat{\theta}_{n}^{(I)}, I-\hat{\theta}_{n}^{(I)}\right)$. (In the following theorem, we use the symbols $O_{p}($.$) añ o_{p}($.$) introauced$ in Section 3.7).

Theorem 5.5.4. The estimator of $\theta^{*}$ given by the second cycle of the iteration process is CAN with asymptotic variance given by $I /\left(n I\left(\theta^{*}\right)\right)$, proving that it is asymptotically fully efficient.

Proof. Expanding (5.5.20) by Taylor's series about 0* $^{*}$, we get

$$
\begin{align*}
& z_{n}^{(2)}=z_{n}^{(1)}+\frac{1}{n}\left\{\sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\theta^{*}}\left(x_{j}\right)}-\left(z_{n}^{(1)}-\theta^{*}\right)\right. \\
& \sum_{j=1}^{n} \frac{\left(f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)\right)^{2}}{\varepsilon_{\theta^{*}}^{2}\left(x_{j}\right)}  \tag{5.5.21}\\
&\left.+o_{p}\left(z_{n}^{(1)}-\theta^{*}\right)^{2}\right\}\left\{I^{-1}\left(\theta^{*}\right)+o_{p}\left(z_{n}^{(1)}-\theta^{*}\right)\right\} \quad \text { (5.5.21) }
\end{align*}
$$

Now $\frac{f_{1}(X)-f_{2}(X)}{g_{\theta^{*}}(X)}$ is a random variable whose first and second moments exist and ${ }^{\sim}$ thus

$$
\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{E_{\theta^{*}}\left(x_{j}\right)}=o_{p}\left(n^{-\alpha}\right) \quad \text { as } n \rightarrow \infty
$$

for every $\alpha<1$ and similarly

$$
\frac{1}{n} \sum_{j=1}^{n} \frac{\left(f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)\right)^{2}}{g_{\theta^{*}}^{2}\left(x_{j}\right)}=I\left(\theta^{*}\right)+o_{p}\left(n^{-\alpha}\right)
$$

for every $\alpha<1$. So

$$
\begin{aligned}
Z_{n}^{(I)} & =\hat{\theta}^{(0)}+\frac{I}{n I\left(\hat{\theta}^{(0)}\right)} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{\hat{g}_{\hat{\theta}}(0)}\left(x_{j}\right) \\
& =\hat{\theta}^{(0)}+\frac{I}{n I\left(\hat{\theta}^{(0)}\right)}\left\{n\left(\theta^{*}-\hat{\theta}^{(0)}\right) I\left(\hat{\theta}^{(0)}\right)+o_{p}\left(n^{-\alpha}\right)\right\} \\
& =\theta^{*}+o_{p}\left(n^{-\alpha}\right) \quad \quad \text { for every } \alpha<1 .
\end{aligned}
$$

Hence from (5.5.21),

$$
z_{n}^{(2)}=z_{n}^{(1)}+\frac{\frac{1}{n} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\theta *}\left(x_{j}\right)}}{I\left(\theta^{*}\right)}-\left(z_{n}^{(1)}-\theta^{*}\right)+o_{p}\left(n^{-\alpha}\right) \quad \alpha<1
$$

and therefore

$$
\begin{equation*}
=\frac{\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\theta^{*}}\left(x_{j}\right)}}{I\left(\theta^{*}\right)}+o_{p}\left(n^{-\left(\alpha-\frac{1}{2}\right)}\right) \tag{5.5.22}
\end{equation*}
$$

for every $\alpha<1$. Thus for every $\alpha$ such that $\frac{1}{2}<\alpha<1$, and by using the Iemma 4.2.1, we see that $\sqrt{n}\left(Z_{n}^{(2)}-\theta^{*}\right)$ and $\frac{\frac{1}{\sqrt{n}} j^{n} \tilde{E}_{1} \frac{f_{1}\left(X_{j}\right)-f_{2}\left(X_{j}\right)}{g_{\theta^{*}}\left(X_{j}\right)}}{I\left(\theta^{*}\right)}$ have the same asymptotic distributions. But

is the sum of independently and identically distributed random variables admitting first and second order moments and hence by the central limit theorem its asymptotic distribution is normal with mean

$$
E_{\theta^{*}}\left[\frac{\operatorname{l}^{1} \sum_{\underset{j=1}{n}}^{\sqrt{n}} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{{\underset{\sim}{\theta^{*}}}\left(x_{j}\right)}}{I\left(\theta^{*}\right)}\right]=0
$$

and variance

$$
\operatorname{Var}_{\theta^{*}}\left[\frac{\underset{\sim}{\sqrt{n}} \underset{j=1}{n} \frac{f_{1}\left(x_{j}\right)-f_{2}\left(x_{j}\right)}{g_{\theta^{*}}\left(x_{j}\right)}}{I\left(\theta^{*}\right)}\right]=\frac{I}{I\left(\theta^{*}\right)}
$$

which completes the proof of the theorem.

### 5.6 Mont Carlo Studies

This seation is devoted to a small numerical studir of the Fisher's scoring method of iteration for finding the solution of the likelihood equation. Similar to numerical studies performed in previous chapters, we shall be concerned with a mixture of two normal distributions. As indicated at the beginning of this chapter, the estimation problems concerned with a mixture of two normal distributions has created considerable difficulties in the past, but since we are only estimating the mixing proportion with other parameters known, the maximum likelihood estimator of the mixing proportion exists.

Consider a mixture ${\underset{\varepsilon}{\theta}}^{\sim}($.$) of two normal density functions$

$$
f_{1}(x)=\frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{1}{2} x^{2}\right\} \quad-\infty<x<+\infty
$$

and

$$
f_{2}(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}\right\}-\infty<x<+\infty
$$

so that

$$
g_{\theta}(x)=\theta f_{1}(x)+(1-\theta) f_{2}(x) \quad-\infty<x<+\infty
$$

where $\underset{\sim}{\theta}=(\theta, 1-\theta)$ ' with $\theta \in(0,1)$ and where $\sigma>0$ and $\mu$ are known parameters.

Given a random sample $X_{1}, \ldots, X_{n}$ with observed values $x_{1}, \ldots, x_{n}$ respectively, (5.5.6) was used for $r=0,1$ to obtain the estimate of $\theta$ after the first and second cycle iterations. The initial solution $\hat{\theta}^{(0)}$ can be chosen to be any arbitrary point in the interval ( 0,1 ) (independent of the observations). Table 5.1 gives $\hat{\theta}_{n}^{(1)}$ and $\hat{\theta}_{n}^{(2)}$ when $\hat{\theta}^{(0)}=0.3$ for mixtures of distributions considered in sections 2.7, 3.5 and 4.3. The mean-square-error of each estimate and the
standard error of each mean are calculated as expleineミ in Section 2.7. When $n$ is large, $\hat{\theta}_{n}^{(2)}$ has a smaller mean-square-Error then $\hat{\theta}_{\mathrm{n}}^{(1)}$. This is in agreement with the theorem 5.5 .4 wich asserts that $\hat{\theta}_{n}^{(2)}$ possesses the asymptotic properties of the maximum likelihood estimator of $\theta$. However, for small $n, \hat{\theta}_{n}^{(l)}$ seems to be preferable. In order to investigate the dependence of $\hat{\theta}_{n}^{(I)}$ on the choice of $\hat{\theta}(0)$, we picked three following cases:
(i) $\quad \frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=0.5$
$\frac{\sigma_{2}}{\sigma_{1}}=1$ $n=50 \quad \mathrm{~N}=5000$
(ii) $\quad \frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=1$
$\frac{\sigma_{2}}{\sigma_{1}}=1$ $n=10$ $N=5000$
(iii) $\quad \frac{\mu_{2}-\mu_{1}}{\sigma_{1}}=5$
$\frac{\sigma_{2}}{\sigma_{1}}=1$
$n=20$ $N=5000$
and plotted the mean-square-error of $\hat{\theta}_{n}^{(1)}$ against different values of $\hat{\theta}^{(0)}$ (Figure 5.2). The dependence of $\hat{\theta}_{n}^{(I)}$ on $\hat{\theta}^{(0)}$ in cases (i) and (iii) seems to be negligible and in (ii) very small. This is believed to be due to relatively large sample sizes in cases (i) and (iii). The mean-square-error reduces substantially as $\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}$ increases which stresses the point, already discussed in Section 5.3, that the more the components of a mixture of two distributions are separated, the easier is the estimation of the mixing proportion based on a given sample.

Finally, in Figure 5.3 , the mean-square-error of $\hat{\theta}_{n}^{(1)}$ and $\hat{\theta}_{n}^{(2)}$ are plotted against $n$ when $\frac{\mu_{2}-\mu_{1}}{\sigma_{1}}$ and $\frac{\sigma_{2}}{\sigma_{1}}$ are as in (ii). Again it is observed that $\hat{\theta}_{n}^{(2)}$ is to be preferred to $\hat{\theta}_{n}^{(1)}$ for large $n$, whereas in small samples the latter has a much lower mean-square-error in comparison with the former.

## Table 5.1

Maximum likelihood estimator of the mixing probortion, based on the solution of the first and second cycles of the Fisher's scoring method of iteration, for various mixtures of two normal

## distributions



Each case is based on $n_{1}=\frac{5000}{n}$ samples of size $n$. The standard error of each mean is given to indicate the accuracy of the Monte Carlo computation.


Fig. 5.2 - The mean-square-error of $\theta_{n}^{(1)}$, the maximum likelihood estimator of the mixing proportion, based on the l-cycle solution of the Fisher's scoring method of iteration, in various mixtures of two normal distributions, against the arbitrary starting point $\hat{\theta}^{(0)}$.


Fig. 5.3-The mean-square-error of $\theta_{\mathrm{n}}^{(1)}$ and $\theta_{\mathrm{n}}^{(2)}$, the maximum likelihood estimator of the mixing proportion $\theta$, based on the first and second cycles of the Fisher's scoring method of iteration, in a mixture of two normal distributions $\mathbb{N}(0,1)$ and $\mathbb{N}(1,1)$, for varying sample sizes.

### 5.7 Conclus: ons

The maximum likelihood estimator of the mixing proportion in a mixture of two distributions is the root of an equation which cannot be solved directly. Due to the interesting properties of maximum likelihood estimates, we use iteration to obtain a close approximation to the root of the likelihood equation. It is seen that a l-cycle iteration of the Fisher's scoring method yields a CAN and locally minimum variance unbiased estimate whilst the solution obtained after the completion of the second cycle of the iteration process is CAN and asymptotically fully efficient.

## CHAPTER 6

## CONCLUSIONS

This chapter contains a brief sumary of the important points raised in Chapters 2 to 5 and a short discussion of some topics for further studies. In our investigations, we have attempted to throw some light on the problem of estimating the mixing proportions in a finite mixture of distributions by simple adaptation and utilization of various well-known estimation techniques. The aim throughout the thesis has been to construct estimators which are of value both in theory and practice.

The extension of the method of moments in Chapter 2 has an interesting feature and gives way to new methods of obtaining reliable estimates. Although the method has some desirable asymptotic properties and works well in practice, it relies very much on the trial and error procedure. On the other hand, when the observations are grouped, the results of Chapter 3 show that the generalized least squares estimators are asymptotically efficient with respect to a given set of division points. The main problems, however, are to choose the division points of the sample space and secondly to find the solution of the underlying equations. With the advent of modern computers, the latter is not an obstacle whilst there is no unified theory of choosing the best set of class intervals and it is generally believed that the greater the number of division points, the better the results. To this end, we have proved that as the number of division points become infinite, the resultant estimators are asymptotically fully efficient.

In order to obtain simple approximations to the root of the set of equations whose root constitutes the generalized least squares estimators of the mixing proportions, we have seen that the iteration process proposed in Chapter 4 gives, after even one cycle, estimates
which are asymptotically efficient with :respect to a ziven se亡 of division points. When the lengths of the group intervals become small, the solutions given by successive iterations approach the maximum likelihood estimates.

The interesting features of the maximum likelihood estimates are their asymptotic properties. Dealing with a mixture of two distributions in Chapter 5, it is seen that the maximum likelihood estimator of the mixing proportion always exists and possesses the well-known asymptotic properties, provided that the mixing proportion is strictly between zero and one. If the Fisher's information function is defined and is finite at zero and one, then with probability approaching unity the likelihood equation has a unique root in the interval ( 0,1 ). Similar to Chapter 3, the main difficulty is to find the solution of the likelihood equation and by appealing to an iteration process commonly known as the Fisher's scoring method, approximate solutions can be found. A deep study of the first and second cycle solutions together with the results of the Monte Carlo studies reveal the fact that even one or two cycles are sufficient to produce close approximations to the solution of the likelihood equation. This, we believe, has an important practical implication since by simple manipulations, an efficient estimator of the mixing proportion can be obtained.

It is, nevertheless, clear that there are many interesting questions, concerning finite mixtures of distributions, which require further investigations. Firstly, in the broad sense, the problem of hypothesis testing is an area which needs further research. A complete Bayesian analysis of mixtures of distributions is also still to be undertaken.

The problem of identifiability of finite mixtures of distributions can raise many interesting problems. Although the results of Teicher
[56] and Yakowitz and Spragins [60] provide useful tool:3 ion checking the identifiability of a given finite mixture of distributions, it would be interesting to know that if a finite mixture of distributions $G_{\theta}($.$) is not identifiable, then what$ set of values of the mixing proportions give rise to the same value of $G_{\underline{\theta}}($.$) .$

Another area which has attracted some statisticians and could have interesting implications when applied to mixtures of distributions is the problem of inference about a change-point in a sequence of random variables. A sequence of random variables $X_{1}, \ldots, X_{n}$ is said to have a change-point at $r(1 \leq r \leq n)$ if the common distribution function of $X_{1}, \ldots, X_{r}$ is $G_{1}\left(., \theta_{\sim}\right)$ whereas $X_{r+1}, \ldots, X_{n}$ have a common distribution function $G_{2}\left(.,{\underset{\sim}{\theta}}_{2}\right)$ where $G_{1}\left(., \theta_{\sim}\right) \neq G_{2}\left(.,{\underset{\sim}{\theta}}_{2}\right)$. Page [40]. used a cumulative sum technique to detect the existence of a distributional change in the sequence $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$. To make inference about the change-point $r$, Hinkley [27] used arguments based on maximum likelihood estimates, likelihood ratio tests and cumulative sum tests and recently Smith [51] has treated the problem from a Bayesian view-point. Now, in the context of mixtures of distributions, the distribution functions $G_{1}\left(., \theta_{1}\right)$ and $G_{2}\left(., \theta_{2}\right)$ may be taken to be finite mixtures of distributions with different mixing proportions (possibly involving the same components). The problem would then be to estimate the unknown mixing proportions and the change-point $r$.

We finally close this thesis by bearing in mind the following remark due to K. Pearson:
"No scientific investigation can be final; it merely represents the most probable conclusion which can be drawn from the data at the disposal of the writer. A wider range of facts, or more refined analysis, experiment, and observation will lead to new formulae and theories. This is the essence of scientific progress."

## APPENDIX A

## UN THE JOINT ASYMPTOTIC DISTRIBUTION OF

$$
\mathrm{P}_{1}, \ldots, \mathrm{P}_{\mathrm{m}+1}
$$

Let $X$ be a random variable whose distribution function $G_{\theta}(x)$, a mixture of distribution functions $F_{1}(x), \ldots, F_{k}(x)$, is given by (2.2.1). Given the random variables $X_{1}, \ldots, X_{n}$ with common distribution $G_{\theta}(x)$ and with realizations $x_{1}, \ldots, x_{n}$ respectively, denote by $G_{n}(x)$ the empirical distribution function based on this sample, i.e. the proportion of the observations which are not greater than $x$. Let $G_{n}(x)$ be the realization of the random function $\Gamma_{n}(x)$ and assume that the sample space $\mathfrak{X}$ is partitioned into $\mathrm{m}+\mathrm{l}$ intervals at the points

$$
t_{0}<t_{1}<\ldots<t_{m}<t_{m+1}
$$

where $G_{n}\left(t_{0}\right)=G_{\theta}\left(t_{0}\right)=0$ and $G_{n}\left(t_{m+1}\right)=G_{\theta}\left(t_{m+1}\right)=1$.
Put $\pi_{i}(\underset{\sim}{\theta})={\underset{\sim}{\theta}}^{\theta}\left(t_{i}\right)-{\underset{\sim}{\theta}}^{\theta}\left(t_{i-1}\right), \quad \underline{p}_{i}=G_{n}\left(t_{i}\right)-G_{n}\left(t_{i-1}\right)$
and $P_{i}=\Gamma_{n}\left(t_{i}\right)-\Gamma_{n}\left(t_{i-1}\right)$ for $i=1, \ldots, m+1$. In this appendix, we establish the joint asymptotic distribution of $P_{1}, \ldots, P_{m+1}$.

Proposition Al: The joint asymptotic distribution of $P_{1}, \ldots, P_{m+1}$ is a ( $\mathrm{m}+\mathrm{l}$ )-variate normal distribution with mean vector

$$
\left.\underset{\sim}{\pi} \underset{\sim}{\theta^{*}}\right)=\left(\pi_{1}\left(\dot{\sim}^{*}\right), \ldots, \pi_{m+1}\left({\underset{\sim}{\theta}}^{*}\right)\right)^{\prime}
$$

and $(m+1) \times(m+1)$ covariance matrix $\frac{1}{n} \Sigma$ where the ( $\left.i, j\right)$ th element of $\Sigma$ is given by

$$
\begin{align*}
\sigma_{i j} & =\pi_{i}\left(\theta_{\sim}^{*}\right)\left(1-\pi_{i} \underset{\sim}{\left(\theta^{*}\right)}\right) & i=j \\
& =-\pi_{i} \underset{\sim}{\left(\theta^{*}\right)} \pi_{j}\left(\theta_{\sim}^{*}\right) & i \neq j \\
\text { for } i, j & =1, \ldots, m+1 . & \tag{A.1}
\end{align*}
$$

Here, $\underset{\sim}{\theta^{*}}=\left(\theta_{\mathcal{1}}^{*}, \ldots, \theta_{k}^{*}\right)^{\prime}$ denotes the true value of the uniznown vector of parameters $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)$ '.

Proof: As in (1.3.3), we can write

$$
G_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} n\left(x-x_{j}\right)
$$

where $\quad n(x)= \begin{cases}1 & x \geq 0 \\ 0 & x<0\end{cases}$
and therefore

$$
r_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} n\left(x-x_{j}\right)
$$

Define

$$
U_{i j}=n\left(t_{i}-X_{j}\right)-n\left(t_{i-1}-X_{j}\right)
$$

for $i=1, \ldots, m+1$ and $j=1, \ldots, n$. Then

$$
\begin{align*}
& E_{\theta^{*}}\left(U_{i j}\right)=E_{\mathcal{Q}^{*}}\left(\eta\left(t_{i}-X_{j}\right)\right)-{\underset{\sim}{\theta^{*}}}\left(n\left(t_{i-1}-X_{j}\right)\right) \\
& ={\underset{\sim}{\theta^{*}}}\left(t_{\underline{i}}\right)-\underset{\sim}{\theta^{*}}\left(t_{i-1}\right)=\pi_{i}\left(\theta_{\sim}^{*}\right) \tag{A.2}
\end{align*}
$$

for $i=1, \ldots, m+1$ and $j=1, \ldots, n$. Further,

$$
\begin{align*}
& \operatorname{Var}_{\theta^{*}}\left(U_{i j}\right)=\operatorname{Var}_{\underset{\sim}{*}}\left[n\left(t_{i}-X_{j}\right)\right]+\operatorname{Var}_{\theta^{*}}\left[n\left(t_{i-1}-X_{j}\right)\right] \\
&-2 \operatorname{Cov}_{\theta^{*}}\left[n\left(t_{i}-X_{j}\right), n\left(t_{i-1}-X_{j}\right)\right] \tag{A.3}
\end{align*}
$$

for $i=1, \ldots, m+1$ and $j=1, \ldots, n$.
But $\operatorname{Var}_{\underset{\sim}{\theta^{*}}}\left(n\left(t_{i}-x_{j}\right)\right)=\underset{\sim}{\theta^{*}}\left(t_{i}\right)\left(1-{\underset{\sim}{\theta}}^{G_{i}}\left(t_{i}\right)\right)$
and $\operatorname{Cov}_{\theta^{*}}\left(n\left(t_{i}-X_{j}\right), n\left(t_{r}-x_{j}\right)\right)=\min \left({\underset{\sim}{\theta^{*}}}\left(t_{i}\right),{\underset{\sim}{\theta^{*}}}\left(t_{r}\right)\right)$

$$
-{\underset{\sim}{\theta^{*}}}\left(t_{i}\right){\underset{\sim}{\theta^{*}}}\left(t_{r}\right)
$$

for $i, r=1, \ldots, m+l$ and $j=1, \ldots, n$ where

$$
\min (x, y)= \begin{cases}x & x \leq y \\ y & y \leq x\end{cases}
$$

Therefore, (A.3) gives

$$
\begin{align*}
& -2{\underset{\sim}{\theta}}^{G^{*}}\left(t_{i-1}\right)+2{\underset{\sim}{\theta}}^{G^{*}}\left(t_{i}\right){\underset{\sim}{G}}^{G_{i}}\left(t_{i-1}\right) \\
& =\left(\underset{\sim}{\theta^{*}}\left(t_{i}\right)-\underset{\sim}{G^{*}}\left(t_{i-1}\right)\right)-\left({\underset{\sim}{\theta^{*}}}\left(t_{i}\right)-\underset{\sim}{G^{*}}\left(t_{i-1}\right)\right)^{2} \\
& =\pi_{i} \underset{\sim}{\left(\theta^{*}\right)}-\pi_{i}^{2}\left(\theta_{\sim}^{*}\right) \tag{A.4}
\end{align*}
$$

for $i=1, \ldots, m+1$ and $j=1, \ldots, n$.
Also for $\mathrm{r} \neq \mathrm{i}$, we have

$$
\begin{align*}
& \operatorname{Cov}_{\underline{\theta}}\left(U_{i j}, U_{r j}\right)=\operatorname{Cov}_{\underline{\theta}}\left[\left(n\left(t_{i}-X_{j}\right)-n\left(t_{i-1}-X_{j}\right)\right),\right. \\
& \left.{ }^{\prime}\left(n\left(t_{r}-X_{j}\right)-n\left(t_{r-1}-X_{j}\right)\right)\right] \\
& =\operatorname{Cov}_{\theta^{*}}\left(n\left(t_{i}-X_{j}\right), n\left(t_{r}-X_{j}\right)\right)-\operatorname{Cov}_{\theta^{*}}\left(n\left(t_{i-1}-X_{j}\right), n\left(t_{r}-X_{j}\right)\right) \\
& \left.-\operatorname{Cov}_{\theta^{*}}\left(n\left(t_{i}-X_{j}\right), n\left(t_{r-1}-X_{j}\right)\right)+\operatorname{Cov}_{\underset{\sim}{\theta}}{ }_{\sim}^{S} n\left(t_{i-1}-X_{j}\right), n\left(t_{r-1}-X_{j}\right)\right) \\
& =\min \left(\underset{\sim}{G^{*}}\left(t_{i}\right),{\underset{\sim}{\theta}}^{G^{*}}\left(t_{r}\right)\right)-{\underset{\sim}{\theta}}^{G^{*}}\left(t_{i}\right){\underset{\sim}{\theta^{*}}}\left(t_{r}\right) \\
& -\min \left(\underset{\sim}{G^{*}}\left(t_{i-1}\right),{\underset{\sim}{\theta}}_{G^{*}}\left(t_{r}\right)\right)+\underset{\sim}{G_{\theta^{*}}}\left(t_{i-1}\right) \underset{\sim}{G^{*}}\left(t_{r}\right) \\
& \left.-\min \left(\underset{\sim}{G_{\theta}}\left(t_{i}\right),{\underset{\sim}{\theta^{*}}}^{G_{r-1}}\left(t_{\sim}\right)\right)+{\underset{\sim}{\theta^{*}}}^{G_{i}}\right) \underset{\sim}{G^{*}}\left(t_{r-1}\right) \\
& \left.+\min \left(\underset{\sim}{G^{*}}\left(t_{i-1}\right),{\underset{\sim}{\theta^{*}}}^{\left(t_{r-1}\right.}\right)\right)-{\underset{\sim}{\theta}}_{G^{*}}\left(t_{i-1}\right) \underset{\sim}{G_{\theta^{*}}}\left(t_{r-1}\right) \tag{A.5}
\end{align*}
$$

for $i, r=1, \ldots, m+1$ and $j=1, \ldots, n$. Let without loss of generality $i<r$ in (A.5), then either $i=r-1$ or $i=1,2, \ldots, r-2$. If $i=r-1$, (A.5) gives

$$
\begin{aligned}
& =-\pi_{r-1}\left(\theta_{\sim}^{*}\right){\underset{r}{r}}_{\sim}^{\left(\theta^{*}\right)} \quad r=2, \ldots, m+1
\end{aligned}
$$

while for $i=1, \ldots,(r-2),(A .5)$ yields

$$
\begin{aligned}
& \operatorname{Cov}_{\theta^{*}}\left(U_{i j}, U_{r j}\right)=-\left(G_{\theta}\left(t_{i}\right)-\underset{\sim}{G_{\theta *}}\left(t_{i-1}\right)\right)\left(\underset{\sim}{G_{\theta *}}\left(t_{r}\right)-{\underset{\sim}{\theta *}}^{G_{r-1}}\left(t_{r}\right)\right\} \\
& =-\pi_{i} \underset{\sim}{\left(\theta^{*}\right)} \pi_{r} \underset{\sim}{\left(\theta^{*}\right)} \quad i=1, \ldots, r-2 \\
& r=2, \ldots, m+1 \text {. }
\end{aligned}
$$

Hence, if we define

$$
\underset{\sim j}{U}=\left(U_{1 j}, \ldots, U_{m+1 j}\right) \quad 1 \leq j \leq n
$$

then ${\underset{\sim}{u}}^{j}$ is a $(m+1)$-dimensional random vector with

$$
E_{\theta^{*}}(\underset{\sim}{U})=\left(\pi_{1}\left(\theta_{\sim}^{*}\right), \ldots, \pi_{m+1}\left(\theta_{\sim}^{*}\right)\right)^{\prime}=\underset{\sim}{\pi}\left(\theta^{*}\right)
$$

and $(m+1) \times(m+1)$ covariance matrix $\Sigma$ with $\sigma_{i j}$, given by ( $\therefore .1$, as its ( $i, j$ )th element.

Note that, since $X_{1}, \ldots, X_{n}$ are independent random variables with a common distribution, it follows that ${\underset{\sim}{\sim}}^{U_{1}},{\underset{\sim}{2}}^{U_{2}}, \ldots,{ }_{\sim n}$ form a sequence of independently and identically distributed random vectors admitting first - and second order moments.

Now,

$$
P_{i}=\Gamma_{n}\left(t_{i}\right)-\Gamma_{n}\left(t_{i-1}\right)=\frac{1}{n} \sum_{j=1}^{n} U_{i j}
$$

for $i=1, \ldots, m+1$. Let $\underset{\sim}{P}=\left(P_{1}, \ldots, P_{m+1}\right)$, then by the multivariate central limit theorem, the asymptotic distribution of $\sqrt{n}\left(\underset{\sim}{p}-\underset{\sim}{\pi}\left(\theta_{\sim}^{*}\right)\right)$ is $N_{m+1}(0, \Sigma)$, that is an $(m+1)$-variate normal with zero mean and $(m+1) \times(m+1)$ covariance matrix $\Sigma$ with the density function

$$
N_{m+1}(\underset{\sim}{u} \mid \underset{\sim}{0}, \Sigma)=(2 \pi)^{-(m+1) / 2}|\Sigma|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(\underset{\sim}{u} \underset{\sim}{u}\left(\theta_{\sim}^{*}\right)\right) \cdot \Sigma^{-1}\left(\underset{\sim}{u} \underset{\sim}{u}\left(\theta_{\sim}^{*}\right)\right\},\right.
$$

Here 0 denotes the ( $m+1$ )-dimensional vectce of 0 's. Eance the proof is completed.

## APPENDIX B

## GENERALIZATION OF THE THEOREM 4.2.I

In Chapter 4, an iteration process was introduced to find the GLS estimator of ${\underset{\sim}{*}}^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{\mathrm{k}}^{*}\right)$, the true value of the unknown vector $\underset{\sim}{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime}$. Here $\underset{\sim}{\theta}$ is the vector of the mixing proportions in the mixture of distributions $G_{\theta}(x)$ given by (2.2.1). We proved in theorem 4.2.1 that for $k=2$, if the iteration is started with a consistent estimator of $\theta^{*}$, then the solution obtained after a l-cycle iteration is CAN with asymptotic variance being minimum with respect to a fixed set of division points $t_{1}<t_{2}<\ldots<t_{m}$ of the sample space $\mathfrak{X}$. In this appendix, the result of the theorem 4.2.1 is generalized for the case $k>2$.

Recall that $\left\{t_{i}\right\}_{i=1}^{m}$ are chosen so that the rank of the matrix $A$
given by (3.2.2) is exactly $k$ and that $0<G_{\theta}\left(t_{1}\right)<\ldots<{\underset{\sim}{\theta}}^{\left(t_{m}\right)<I}$ for every $\underset{\sim}{\theta} \in \theta$.

$$
\text { Since } \sum_{j=1}^{k} \theta_{j}=l \text {, we put } \theta_{k}=1-\sum_{j=1}^{k-l} \theta_{j} \text { in } \underline{G}_{\underline{\theta}}(x)=\sum_{j=1}^{k} \theta_{j} F_{j}(x) \text { to }
$$

get

$$
{\underset{\sim}{\theta}}^{G_{\theta}}(x)=\theta_{1}\left(F_{1}(x)-F_{k}(x)\right)+\ldots+\theta_{k-1}\left(F_{k-1}(x)-F_{k}(x)\right)+F_{k}(x)
$$

where $0 \leq \theta_{j} \leq 1$ for $j=1, \ldots, k-1$ and $x \in \mathfrak{X}$. Let $\beta_{j i}=F_{j}\left(t_{i}\right)-F_{j}\left(t_{i-1}\right)$ for $j=1, \ldots, k$ and for $i=1, \ldots, m+l$ where as before $F_{j}\left(t_{m+1}\right)=1$ and $F_{j}\left(t_{0}\right)=0$ for $j=1, \ldots, k$, so that

$$
\begin{equation*}
\pi_{i}(\underset{\sim}{\theta})=\underset{\sim}{G_{\theta}}\left(t_{i}\right)-G_{\underset{\sim}{\theta}}\left(t_{i-1}\right)=\sum_{j=1}^{k-1} \theta_{j}\left(\beta_{j i}-\beta_{k i}\right)+\beta_{k i} \tag{B.1}
\end{equation*}
$$

for $i=1, \ldots, m+1$. Upon substituting $\pi_{i}(\underset{\sim}{\theta})$ in $\Phi_{r}(\underset{\sim}{\theta})$ given by (4.2.4) and setting the derivative of $\Phi_{r}(\underset{\sim}{\theta})$ with respect to $\theta_{j} ; j=1, \ldots, k-1$, equal to zero, a system of $k-1$ equations in $k-1$ unknowns is obtained as follows,

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{j}} \Phi_{r}(\underset{\sim}{\theta})=2 \sum_{i=1}^{k-1} \frac{\left({\underset{i}{i}}-\pi_{i}(\underset{\sim}{\theta})\right)\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}(\underset{\sim}{\hat{\theta}}(r)}=0 \tag{B.2}
\end{equation*}
$$

where $j=1, \ldots, k-1$ and $\underset{\sim}{n}(r)=\left(\hat{\theta}_{1}^{(r)}, \ldots, \hat{\theta}_{k}^{(r)}\right) ; r=0,1, \ldots$, is the estimate of ${\underset{\sim}{*}}^{*}$ obtained after the rth cycle of the iteration process. Using (B.1), (B.2) yields

$$
\begin{align*}
\theta_{1} \sum_{i=1}^{m+1} & \frac{\left(\beta_{1 i}-\beta_{k i}\right)\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim}^{(r)}\right)}+\theta_{2} \sum_{i=1}^{m+1} \frac{\left(\beta_{2 i}-\beta_{k i}\right)\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim}^{(r)}\right)}+\ldots \\
& +\theta_{(k-1)}^{\sum_{i=1}^{m+1}} \frac{\left(\beta_{(k-1) i^{-}}^{\left.-\beta_{k i}\right)\left(\beta_{j i}-\beta_{k i}\right)}\right.}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)}=\sum_{i=1}^{m+1} \frac{\left(p_{i}-\beta_{k i}\right)\left(\beta_{j i}^{\left.-\beta_{k i}\right)}\right.}{\pi_{i}\left(\hat{\theta}_{\sim n}^{(r)}\right)} \tag{в.3}
\end{align*}
$$

for $\mathrm{j}=1, \ldots, \mathrm{k}-1$.
Define by $R(\underset{\sim}{\theta})$ a symmetric $(k-1) \times(k-1)$ matrix whose $(j, \ell)$ th element is given by

$$
R_{j \ell}(\theta)=\sum_{i=1}^{m+1} \frac{\left(\beta_{j i}-\beta_{k i}\right)\left(\beta_{\ell i}-\beta_{k i}\right)}{\pi_{i}(\theta)} \quad j, \ell=1, \ldots, k-1
$$

and let $\tau=\left(\theta_{1}, \ldots, \theta_{k-1}\right)$ ', then we can write (B.3) for $j=1, \ldots, k-1$ as

$$
\begin{equation*}
R(\underset{\sim}{\hat{n}}(r) \underset{\sim}{\tau}=\underset{\sim}{b} \quad r=0,1, \ldots \tag{B.4}
\end{equation*}
$$

where b is $\mathrm{a}(\mathrm{k}-\mathrm{l})$-dimensional vector with its $j$ th element defined as

$$
b_{j}=\sum_{i=1}^{m+1} \frac{\left(p_{i}-\beta_{k i}\right)\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim}^{(r)}\right)} \quad r=0,1, \ldots
$$

for $\mathbf{j}=1, \ldots, k-1$. Further

$$
b_{j}=\sum_{i=1}^{m+1} \frac{\left(p_{i}-\pi_{i}\left(\hat{\theta}_{n}^{(r)}\right) \times \beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim}^{(r)}\right)}+\sum_{i=1}^{m+1} \frac{\left(\pi_{i}\left(\hat{\theta}_{n}^{(r)}\right)-\beta_{k i}\right)\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\hat{\theta}_{\sim}^{(r)}\right)}
$$

$$
\begin{aligned}
& \text { m+1 } \\
& \text { for } j=1, \ldots, k-1 \text {. Then by using } \sum_{i=1}^{m+1}\left(\beta_{j i}-\beta_{k i}\right)=0 \text {, we can write } \underline{b} \text { as } \\
& \underset{\sim}{b}=\underset{\sim}{q}(\underset{\sim}{\hat{\theta}}(r))+R(\underset{\sim}{n} \underset{\sim}{\hat{n}}(r), \underset{\sim}{n}(r) \quad r=0,1, \ldots
\end{aligned}
$$

where $\underset{\sim}{\hat{\tau}}(r)=\left(\hat{\theta}_{1}^{(r)}, \ldots, \hat{\theta}_{(k-1)}^{(r)}\right)$ ' and $\underset{\sim}{q}\left(\hat{\theta}_{\sim}^{(r)}\right)$ is a $(k-1)$-dimensional vector whose $j$ th element is defined as

$$
\begin{equation*}
q_{j}(\underset{\sim}{\theta})=\sum_{i=1}^{m+1} \frac{p_{i}\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}(\theta)} \tag{B.6}
\end{equation*}
$$

for $j=1, \ldots, k-1$. Hence by substituting (B.5) in (B.4), we have

$$
\begin{equation*}
R\left(\hat{\theta}_{\sim}^{n}(r) \underset{\sim}{\tau}=\underset{\sim}{q} \underset{\sim}{n} \hat{\theta}_{(r)}^{(r)}\right)+R\left(\hat{\theta}_{\sim}^{(r)}\right) \underset{\sim}{\tau} \hat{n}^{(r)} \quad r=0,1, \ldots \tag{в.7}
\end{equation*}
$$

whose $\operatorname{root} \hat{\tau}_{\sim}^{(r+1)}=\left(\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{(k-1)}^{(r+1)}\right)$ ' constitutes the estimates $\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{(k-1)}^{(r+1)}$ of $\theta_{1}^{*}, \ldots, \theta_{k-1}^{*}$ respectively which together with the estimate of $\theta_{k}^{*}$ given by $\hat{\theta}_{k}^{(r+1)}=I-\sum_{j=1}^{k-1} \hat{\theta}_{j}^{(r+1)}$ form $\hat{\hat{\theta}}^{(r+1)}=\left(\hat{\theta}_{1}^{(r+1)}, \ldots, \hat{\theta}_{k}^{(r+1)}\right)$ ' being the estimate of ${\underset{\sim}{~}}^{\mathrm{j}}{ }^{*}$ obtained after the $(r+1)$ th cycle of the iteration process for $r=0,1, \ldots$.

Theorem B.1. Let $\hat{\tau}_{n}^{(r)}=\left(\hat{\theta}_{1}^{(r)}, \ldots, \hat{\theta}_{(k-1)}^{(r)}\right)$ ' be the realization of a random vector ${\underset{\sim}{n}}_{(r)}^{(r)}=\left(Z_{1}^{(r)}, \ldots, Z_{(k-1)}^{(r)}\right)^{\prime}$ for $r=0,1, \ldots$ and let
 as $n \rightarrow \infty$, then ${\underset{\sim}{\tau}}_{(1)}^{(1)}$ has the property that ${\underset{\sim}{T}}_{(1)}^{(1)}$ is consistent and its asymptotic distribution is a ( $k-1$ )-variate normal distribution with mean vector $\tau_{\sim}^{*}$ and covariance matrix given by $\frac{I}{n} R^{-I}\left(\theta_{\sim}^{*}\right)$.

Proof. Let $q_{j}(\theta)$ given by (B.6) be the realization $0\{a=\pi a 0=$ function $Q_{j}(\underset{\sim}{\theta})$ so that

$$
\begin{equation*}
Q_{j}(\theta)=\sum_{i=1}^{m+1} \frac{P_{i}\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}(\theta)} \tag{B.8}
\end{equation*}
$$

for $j=1, \ldots, k-1$, where $P_{i}, i=1, \ldots, m+1$ are as in Theorem 4.2.1.
Putting $\left.\underset{\sim}{Q}(\underset{\sim}{\theta})=\left(Q_{1}(\theta), \ldots, Q_{\sim}^{(k-1)} \underset{\sim}{\theta}\right)\right)^{\prime}$, from (B.7) we heve

$$
\begin{equation*}
{\underset{\sim}{\mathrm{n}}}_{(1)}^{(1)}{\underset{\sim}{\mathrm{n}}}_{(0)}^{(0)}{\underset{\sim}{R}}^{-1}(\underset{\sim}{\mathrm{Z}}(\mathrm{O}) \underset{\sim}{\mathrm{n}}) \tag{B.9}
\end{equation*}
$$

where $\underset{\sim}{Z} \underset{\sim}{(r)} r=0,1, \ldots$ is a random vector whose realization is ${\underset{\sim}{n}}_{(r)}^{(r)}$. Write ${\underset{\sim}{j}}_{(0)}^{(0)} \theta_{j}^{*}+\varepsilon_{j}$ for $j=1, \ldots, k-1$ and $P_{i}=\pi_{i}{\underset{\sim}{\theta}}_{\left(\theta^{*}\right)}+\eta_{i}$ for $i=1, \ldots, m+1$. Then $\varepsilon_{j}=o_{p}\left(n^{-\frac{1}{4}}\right)$ as $n \rightarrow \infty$ and since $P_{i}$ is a random. variable admitting first and second moments, $\eta_{i}=o_{p}\left(n^{-\alpha}\right)$ as $n \rightarrow \infty$ for all $\alpha<1$. Now from (B.1)

$$
\pi_{i}\left(z_{-n}^{(0)}\right)=\sum_{j=1}^{k-1} z_{j}^{(0)}\left(\beta_{j i}-\beta_{k i}\right)+\beta_{k i}=\pi_{i}\left(\theta^{*}\right)+\sum_{j=1}^{k-1} \varepsilon_{j}\left(\beta_{j i}-\beta_{k i}\right)
$$

and thus from (B.8), for $\ell=1, \ldots, k-1$,

$$
\begin{aligned}
& Q_{\ell}(\underset{\sim}{\mathrm{Z}}(0))=\sum_{i=1}^{\mathrm{m+1}} \frac{\left(\pi_{i} \underset{\sim}{\left(\theta^{*}\right)}+\eta_{i}\right)\left(\beta_{\ell i}-\beta_{k i}\right)}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\left[1+\frac{\sum_{j=1}^{\mathrm{k}-1} \varepsilon_{j}\left(\beta_{j i}-\beta_{k i}\right)}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\right] \\
& =\sum_{i=1}^{m+1} \frac{\left(\pi_{i}\left(\theta^{*}\right)+\eta_{i}\right)\left(\beta_{\ell i}-\beta_{k i}\right)}{\pi_{i}\left(\theta_{\sim}^{*}\right)}\left[1-\frac{\sum_{j=1}^{k-1} \varepsilon_{j}\left(\beta_{j i} \beta_{k i}\right)}{\pi_{i}\left(\theta_{\sim}^{*}\right)}+0\left({\underset{\sim}{\varepsilon}}^{\prime}\right)\right]
\end{aligned}
$$

where $\underset{\sim}{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{k-1}\right)$ ' and by using $\sum_{i=1}^{m+1}\left(\beta_{j i}-\beta_{k i}\right)=0$ for $j=1, \ldots, k-1$, we have

$$
\begin{aligned}
& -S_{\ell}+O\left(\underset{\sim}{\varepsilon \varepsilon^{\prime}}\right) \quad \ell=1, \ldots, k-1
\end{aligned}
$$

where $S_{\ell}=\sum_{i=1}^{m+1} \sum_{j=1}^{k-1} \frac{\eta_{i} \varepsilon_{j}\left(\beta_{j i}-\beta_{k i}\right)\left(\beta_{\ell i}-\beta_{k i}\right)}{\pi_{i}^{2}\left(\theta_{\sim}^{*}\right)}$ for $\ell=1, \ldots, k-1$ and therefore

$$
\begin{equation*}
\underset{\sim}{Q}\left(Z_{\sim}^{(0)}\right)=\underset{\sim}{Q}\left({\underset{\sim}{n}}^{*}\right)-R\left({\underset{\sim}{0}}^{*}\right) \underset{\sim}{\varepsilon}-\underset{\sim}{S}+O\left(\underset{\sim}{\varepsilon} \varepsilon^{\prime}\right) \tag{B.10}
\end{equation*}
$$

where $\underset{\sim}{S}=\left(S_{1}, \ldots, S_{k-1}\right)^{\prime}$.
Further

$$
\begin{equation*}
R^{-1}(\underset{\sim}{\mathrm{n}}(0))=R^{-1}\left(\underset{\sim}{\theta^{*}}\right)+0(\underset{\sim}{\varepsilon}) \tag{B.11}
\end{equation*}
$$

and substituting (B.10) and (B.11) into (B.9) yields
where $\underset{\sim}{U}=\left(U_{1}, \ldots, U_{k-1}\right)^{\prime}, U_{\ell}=\sum_{i=1}^{m+1} \frac{\eta_{i}\left(\beta_{\ell i}-\beta_{k i}\right)}{\pi_{i}\left(\theta_{\sim}^{*}\right)}$ for $\ell=1, \ldots, k-1$. Hence,

$$
\begin{equation*}
\sqrt{n}\left(\underset{\sim}{\mathrm{~T}}(\mathrm{l})-\underset{\sim}{\tau^{*}}\right)=\sqrt{\mathrm{n}} \mathrm{R}^{-1}\left(\underset{\sim}{\theta^{*}}\right) \underset{\sim}{Q}\left(\theta^{*}\right)+\underset{\sim}{o}(1) \tag{B.12}
\end{equation*}
$$

where ${\underset{\sim}{p}}_{0}(1)$ denotes a $(k-1) \times 1$ random vector whose $(k-1)$ elements are all $o_{p}(1)$. Therefore, by an obvious extension of the lemma 4.2.1, the asymptotic distribution of $\sqrt{n}\left(\underset{\sim}{(1)}-{\underset{\sim}{n}}^{(1)}\right)$ is the same as the limiting distribution of

$$
\begin{equation*}
Y=\sqrt{n} R^{-1}\left({\underset{\sim}{*}}^{*}\right) \underset{\sim}{Q}\left({\underset{\sim}{*}}^{*}\right) . \tag{B.13}
\end{equation*}
$$

Now, using the result of the Appendix A, the asymptotic distribution of $P=\left(P_{1}, \ldots, P_{m+1}\right)$ is a $(m+1)$-variate normal distribution with mean
vector $\underset{\sim}{\pi}\left({\underset{\sim}{*}}^{*}\right)=\left(\pi_{1}\left({\underset{\sim}{*}}^{*}\right), \ldots, \pi_{m+1}\left({\underset{\sim}{*}}^{*}\right)\right)$ ariz tovariance matrix $\frac{1}{I_{1}} \Sigma$ where $\Sigma$ is an $(m+1) \times(m+1)$ matrix whose $(j, j)$ th element $\sigma_{i j}$ is given by the equation (A.1). Define a $(k-1) \times(m+1)$ matrix $B$ with its ( $i, j$ )th element $B_{i j}$ is given by

$$
B_{i j}=\frac{\beta_{i, j}-\beta_{k j}}{\pi_{j}\left({\underset{\sim}{*}}^{\left(\theta^{*}\right)}\right.}
$$

for $i=1, \ldots, k-1$ and $j=1, \ldots, m+1$. By using (B.8), we have $\left.\underset{\sim}{Q} \underset{\sim}{\theta^{*}}\right)=\underset{\sim}{B P}$ and hence by the standard properties of normal distributions, the asymptotic distribution of $\underset{\sim}{Q}\left(\theta^{*}\right)$ is a ( $k-1$ )-variate normal distribution with mean vector $\mathrm{B} \pi \underset{\sim}{\left(\theta^{*}\right)}$ ) and covariance matrix $\frac{1}{\mathrm{n}} \mathrm{B} \Sigma \mathrm{B}^{\prime}$. Finally, (B.13) shows that the asymptotic distribution of $Y$ is a ( $k-1$ )-variate normal distribution with mean vector $\left.\sqrt{n} R^{-1}\left({\underset{\sim}{\theta}}^{*}\right) B \underset{\sim}{\pi} \underset{\sim}{\theta^{*}}\right)$ and covariance matrix $R^{-1}\left({\underset{\sim}{\theta}}^{*}\right) B \Sigma B^{\prime} R^{-1}\left(\theta_{\sim}^{*}\right)$.

Using $\sum_{j=1}^{m+1}\left(\beta_{i j}-\beta_{k j}\right)=0$ for $i=1, \ldots, k-1$, it is not difficult to
 is given by

$$
\begin{aligned}
& \left(\begin{array}{lll}
B & \Sigma & B^{\prime}
\end{array}\right)_{i j}=\sum_{\ell=1}^{m+1} \sum_{r=1}^{m+1} B_{i \ell} \sigma_{\ell r} B_{j r} \\
& =\sum_{\ell=1}^{m+1} B_{i \ell} \sigma_{\ell \ell} B_{j \ell}+\sum_{\substack{m=1 \\
\ell \neq r}}^{m+1} B_{i \ell}{ }_{\ell r}{ }^{B_{r j}}
\end{aligned}
$$

$$
\begin{aligned}
& \ell \neq r \\
& =\sum_{\ell=1}^{m+1} \frac{\left(\beta_{i \ell}-\beta_{k \ell}\right)\left(\beta_{j \ell}-\beta_{k \ell}\right)}{\pi_{\ell}\left(\theta_{\sim}^{*}\right)}-\left(\sum_{\ell=1}^{\mathrm{m}+1}\left(\beta_{i \ell}{ }^{\left.-\beta_{k \ell}\right)}\right)\left(\sum_{r=1}^{\mathrm{m}+1}\left(\beta_{j r}-\beta_{k r}\right)\right)\right. \\
& =R_{i j}{\underset{\sim}{\theta}}^{\left(\theta^{*}\right)} \text {. }
\end{aligned}
$$

Therefore $B \Sigma B^{\prime}=R(\underset{\sim}{\theta})$ and thus the covariance matria: 0 : the asymptotic distribution of $Y$ is $R^{-1}\left(\underset{\sim}{\theta^{*}}\right)$. Hence the Iimiin in distribution of $\sqrt{n}(\underset{\sim}{T}(1)-\underset{\sim}{\tau})$, being the same as the asymptotic distribution of $Y$, is a ( $k-1$ )-variate normal distribution with mean vector $\underset{\sim}{0}$ and covariance matrix $\mathrm{R}^{-1}\left(\underset{\sim}{\theta^{*}}\right)$. This completes the proof of the theorem.

We finally remark that by a close examination of the matrix [ $\left.n R\left({\underset{\sim}{\theta}}^{*}\right)\right]$, we see that it is in fact the Fisher's information matrix for a grouped sample with division points being $t_{1}, \ldots, t_{m}$. This shows (analogous to the case $k=2$ ) that under the condition of the theorem B.l, the estimate $\underset{\sim}{T} \mathrm{~N}_{\mathrm{n}}^{(\mathrm{l})}$ is also asymptotically fully efficient with respect to a fixed set of division points $t_{1}, \ldots, t_{m}$.
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