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Abstract

Radio Frequency IDentification (RFID) is emerging in a variety of applications as
an important technology for identifying and tracking goods and assets. The spread
of RFID technology, however, also gives rise to significant user privacy and security
issues. One possible solution to these challenges is the use of a privacy-enhancing
cryptographic protocol to protect RFID communications.

This thesis considers RFID authentication protocols that make use of symmetric
cryptography. We first identify the privacy, security and performance requirements
for RFID systems. We then review recent related work, and assess the capabilities
of previously proposed protocols with respect to the identified privacy, security and
performance properties.

The thesis makes four main contributions. First, we introduce server impersonation
attacks as a novel security threat to RFID protocols. RFID tag memory is generally
not tamper-proof, since tag costs must be kept low, and thus it is vulnerable to
compromise by physical attacks. We show that such attacks can give rise to desyn-
chronisation between server and tag in a number of existing RFID authentication
protocols. We also describe possible countermeasures to this novel class of attacks.

Second, we propose a new authentication protocol for RFID systems that provides
most of the identified privacy and security features. The new protocol resists tag
information leakage, tag location tracking, replay attacks, denial of service attacks
and backward traceability. It is also more resistant to forward traceability and server
impersonation attacks than previously proposed schemes. The scheme requires less
tag-side storage than existing protocols and requires only a moderate level of tag-side
computation.

Next, we survey the security requirements for RFID tag ownership transfer. In some
applications, the bearer of an RFID tag might change, with corresponding changes
required for the RFID system infrastructure. We propose novel authentication pro-
tocols for tag ownership and authorisation transfer. The proposed protocols satisfy
the requirements presented, and have desirable performance characteristics.

Finally, we address the issue of scalability in anonymous RFID authentication pro-
tocols. Many previously proposed protocols suffer from scalability issues because
they require a linear search to identify or authenticate a tag. Some RFID proto-
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cols, however, only require constant time for tag identification; unfortunately, all
previously proposed schemes of this type have serious shortcomings. We propose a
novel RFID pseudonym protocol that takes constant time to authenticate a tag, and
meets the identified privacy, security and performance requirements. The proposed
scheme also supports tag delegation and ownership transfer in an efficient way.
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Notation

We use the following notation throughout the thesis, unless otherwise stated.

n The number of tags that a server manages
r A random string
S A server
T A tag
Ti The i-th tag (1 ≤ i ≤ n)
x̂ The most recent value of x (for any value x)
x The updated value of x (for any value x)
x� a Right circular shift operator, which rotates all bits of a bit-string x to the

right by a bits, as if the right and left ends of x were joined.
x� a Left circular shift operator, which rotates all bits of a bit-string x to the

left by a bits, as if the left and right ends of x were joined.
⊕ XOR operator
‖ Concatenation operator
← Substitution operator
?
= An operator that checks whether the right side value equals the left side value
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Chapter 1

Introduction

Contents

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Main Contributions . . . . . . . . . . . . . . . . . . . . . . 15

1.3 Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

This chapter gives an overview of the thesis as a whole. In section 1.1 we present

the motivation for the research, and in the following section we describe the main

contributions of the thesis. Section 1.3 provides an overview of the overall structure

of the thesis. Finally, we present a list of publications related to the thesis.

1.1 Motivation

Radio Frequency IDentification (RFID) is an automatic identification technology

that uses radio waves to identify objects such as products, animals or persons. The

use of RFID has become widespread, including in point of sale applications [29],

product tracking in a supply chain [34, 38], transport payments [22, 42], entry access

control [29], animal supervision [22, 36], automated vehicle identification [22, 29],

library book administration [29, 46], patient identification in hospitals [29], and

electronic passports [30, 39].

The main benefits of RFID systems are that they can provide automated contactless

identification of a range of physical entities, and can be used to track valuable

objects. However, the use of such RFID tags gives rise to serious privacy and

security concerns, including the possibility of eavesdropping, snooping, cloning, and
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1.1 Motivation

tracking of end users [19, 23, 24, 29, 71]. These concerns arise from the ways in

which RFID tags operate.

An RFID reader and an RFID tag communicate via a wireless radio communica-

tions channel. Thus, interactions between a reader and a tag are susceptible to

eavesdropping and/or manipulation. Also, each RFID tag has a unique value that

is used to identify it. If a tag emits its fixed value to every reader that queries it,

then the location of the tag can be tracked, and thus the privacy of the tag holder

could be invaded. Moreover, an RFID tag is typically designed to be inexpensive for

mass distribution. Such a low-cost tag has limited memory capacity and processing

ability, and its memory is typically not tamper-resistant. Thus, information stored

in an RFID tag, including stored identifers and keys, is vulnerable to compromise,

e.g. by side-channel attacks.

In recent years, a considerable volume of papers have been published providing

solutions to these RFID security and privacy challenges. One approach to addressing

such privacy and security threats is to use a tag authentication scheme in which a tag

is both identified and verified in a manner that does not reveal the tag identity to an

eavesdropper. Many RFID authentication protocols use cryptographic techniques

to protect messages exchanged over a radio frequency interface from eavesdropping.

However, RFID tags have limited processing power and storage because of tight tag

cost requirements. Thus, in current RFID tags it is infeasible to use computationally

intensive cryptographic algorithms, such as public key cryptographic techniques.

Instead, symmetric cryptographic schemes, such as hash functions and symmetric

encryption algorithms, are commonly used. As a result, authentication protocols for

RFID systems should not only be designed to address privacy and security threats,

but should also take into account the limited capabilities of RFID tags.

A wide variety of protocols for RFID protocols using symmetric cryptosystems have

been proposed. However, as we show in chapter 5, they all have privacy, security,

and/or performance drawbacks.

For these reasons, this thesis focuses on the design of RFID authentication protocols

using symmetric cryptographic techniques. The thesis begins by identifying the

privacy, security and performance requirements for such protocols, and analyses the

strengths and weaknesses of existing protocols. We aim to propose novel RFID

authentication protocols that meet the identified requirements.
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1.2 Main Contributions

1.2 Main Contributions

As discussed above, in this thesis we consider RFID identification/authentication

protocols that use symmetric cryptography, such as hash functions and MACs. The

main contributions of the thesis are as follows:

1. We identify the privacy, security and performance requirements for RFID pro-

tocols.

2. We assess the prior art against the identified privacy, security and performance

requirements.

3. We introduce a novel security threat, namely server impersonation attacks,

which we argue poses a genuine risk to RFID protocols.

4. We propose a new RFID authentication protocol that provides most of the

identified privacy, security and performance requirements.

5. We present requirements for secure RFID tag ownership transfer, and propose

RFID authentication protocols for tag ownership transfer that satisfy these

requirements and that have desirable performance characteristics.

6. We propose an RFID pseudonym protocol with desirable scalability properties

that takes constant time to authenticate a tag and that meets the identified

privacy, security and performance features.

1.3 Organisation

The remainder of the thesis is organised as follows:

• Chapter 2 introduces the security goals and cryptographic primitives that are

used in this thesis.

• Chapter 3 provides an overview of RFID systems. We outline the history of

RFID technology, and describe RFID components, protocols and applications.

• In chapter 4 we investigate the possible threats to RFID systems, and identify

associated privacy, security and performance requirements. We also discuss

15



1.4 Publications

two additional functional requirements, namely tag delegation and tag owner-

ship transfer.

• In chapter 5 we assess recently proposed RFID protocols that use symmetric

cryptography against the identified privacy, security and performance require-

ments.

• In chapter 6 we introduce server impersonation attacks, a practical security

threat to RFID security protocols that has not previously been described. We

show how such attacks can give rise to desynchronisation between server and

tag in a number of existing RFID protocols.

• In chapter 7 we propose an RFID authentication protocol that provides the

identified privacy and security features and that has modest tag resource re-

quirements.

• In chapter 8 we survey the security requirements for RFID tag ownership

transfer and identify desirable features. We also propose novel authentica-

tion protocols for tag ownership and authorisation transfer that satisfy the

identified requirements.

• Chapter 9 considers the issue of scalability in anonymous RFID authentication

protocols. We propose a novel RFID authentication protocol with desirable

scalability properties, and that possesses the identified desirable privacy, secu-

rity and performance properties.

• In chapter 10 we summarise the contributions of the thesis, and identify direc-

tions for future research.

1.4 Publications

This thesis contains material that has been published or submitted for publication

in [63, 64, 65, 66, 67].

The contents of [64] form the basis for chapter 6, and the contents of [65] form the

basis for chapter 7. The contents of [63] have been updated since publication, and

an updated version can be found in [67]. The contents of [63] form the basis for

chapter 8, and the contents of [66] form the basis for chapter 9.
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Chapter 2

Cryptographic Techniques and
Protocols

Contents

2.1 Communications Security Goals . . . . . . . . . . . . . . . 17

2.2 Cryptographic Primitives . . . . . . . . . . . . . . . . . . 19

2.2.1 Symmetric Techniques . . . . . . . . . . . . . . . . . . . . . 20

2.2.2 Asymmetric Techniques . . . . . . . . . . . . . . . . . . . . 22

2.3 Authentication Protocols . . . . . . . . . . . . . . . . . . 23

This chapter introduces general communications security goals and cryptographic

primitives. In section 2.1 we identify communications security goals that are rele-

vant to this thesis, and in section 2.2 we present cryptographic primitives that will

be used to meet these goals in the schemes we consider here. Section 2.3 defines

authentication protocols, a major class of security techniques.

2.1 Communications Security Goals

To effectively assess security needs, and evaluate/choose the most effective solution

for a particular application, a definition of the security goals or requirements for

that application is needed [27]. In this section, we present general communications

security goals that are relevant to this thesis.

The main communication security goals, also known as security services, can be

defined as follows [27, 43]:
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• Confidentiality is a service that denies read access to information to all but

those authorised to have it. There are numerous approaches to providing

confidentiality, ranging from physical protection to mathematical algorithms

which render data unintelligible. Encryption can be used to meet this goal.

• Data integrity is a service which addresses the unauthorised alteration of

data. To provide data integrity for data communicated across an unreliable

channel, it must be possible to detect data manipulation by unauthorised

parties. Data manipulation includes such things as insertion, deletion and

substitution. Note that this contrasts with data integrity provision for data

stored within a computer system, where it is possible (at least in principle) to

prevent modification to data. That is, in a computer system the objective of

an access control system is typically to control access to data thereby prevent-

ing unauthorised modifications, whereas in communications system it is not

possible to prevent changes, only to detect them.

• Authentication is a term used with two distinct, albeit related, meanings.

Data origin authentication enables the recipient of transmitted data to

verify its origin. Entity authentication enables a party in a communication

session to verify, at an instant in time, the identity of the other party in the

session; mutual authentication refers to the provision of entity authentication

for both parties.

• Non-repudiation is a service which prevents an entity from denying having

made a commitment or performed an action. The provision of the service

involves the generation of evidence about the commitment or action. In a

communications context, non-repudiation of origin involves the provision of

evidence about the transmission of a message, that has value even if the mes-

sage originator subsequently denies having sent the message.

• Access control provides protection against unauthorised use of resources,

e.g. the use of a communications resource; the reading, writing, or deletion of

an information resource; or the execution of a processing resource.

Besides these security goals, certain general usability requirements also play an im-

portant role in developing security solutions [27]:
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• Scalability: a network protocol is said to be scalable if the number of nodes

can be significantly increased without imposing an unacceptable workload on

any entity in the network. The interpretation of unacceptable will vary de-

pending on the context (and the size of the network). For example, a load that

is quadratic function of the number of network nodes may be unacceptable if

the number of network nodes becomes large, whereas a load that is linear (or

less, e.g. logarithmic) in the network size is more likely to be acceptable, even

for very large networks. Any security scheme deployed in a network should not

significantly affect its scalability. In the context of secure RFID systems, we

would typically require that the workload on the server to complete a single

transaction should not be a linear function of the number of deployed RFID

tags.

• Performance: security features must have minimal impact on network per-

formance. This is especially important for real-time communications, where

meeting the security requirements must not prevent the provision of the re-

quired quality of service. Performance also goes hand in hand with the resource

usage of the medium; the security solutions must not, for example, cause a de-

crease in the overall capacity of the network.

2.2 Cryptographic Primitives

Cryptography is the study of mathematical techniques to hide information [43].

The fundamental objective of cryptography is to enable two parties to communicate

over an insecure channel in such a way that an adversary cannot understand and/or

manipulate what is being said [69]. This channel could be a telephone line, computer

network, or wireless interface [69].

Cryptographic techniques can be divided into two main classes, symmetric and asym-

metric techniques, depending on the nature of the keys used [43, 44, 69]. In sym-

metric cryptography (also called secret key cryptography), the sender and receiver

share a common secret key. In asymmetric cryptography (also called public key

cryptography), every participating entity has its own key pair, made up of a private

key, which is kept secret by its owner, and a public key, which can be disseminated

freely.
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2.2.1 Symmetric Techniques

When using a symmetric cryptographic algorithm to protect a transmitted message,

the sender and receiver must share a secret key. The precise use of the key will

depend on the nature of the protection provided by the algorithm being used (e.g.

to protect the confidentiality or the integrity of the message).

The main classes of symmetric techniques are: encryption algorithms, message au-

thentication code algorithms, hash functions and pseudo-random bit generators,

each of which are discussed in greater detail below.

Symmetric Encryption

There are a variety of different types of symmetric encryption techniques, also known

as secret key encryption algorithms. The most widely discussed class of symmetric

cipher is the block cipher. In a block cipher, data are processed in blocks, for exam-

ple, of 64 or 128 bits [44]. A block cipher algorithm is made up of encryption and

decryption functions [43, 44, 69]. Encryption takes as input a block of plaintext and

a secret key, and outputs a block of ciphertext [43, 44, 69]. Decryption, when given

the same secret key, always maps a ciphertext block back to the correct plaintext

block [43, 44, 69].

The principle function of encryption is to provide the confidentiality service for

transmitted or stored data [43, 44, 69]. However, it is possible to provide other

services if encryption is used in appropriate ways [44].

Message Authentication Codes

A Message Authentication Code (MAC) algorithm is a cryptographic function that

takes as input a message and a secret key, and outputs a short, fixed length, block

of bits known as the MAC [43, 44, 69]. This MAC is then sent or stored with the

message, and acts to protect its integrity and guarantee its origin [43, 44, 69]. If

the recipient of a MAC is equipped with the correct secret key, then the key can

be used with the received message to re-compute the MAC value [43, 44, 69]. If

this re-computed value agrees with the MAC value sent or stored with the message,
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then the recipient knows that the message has not been changed and that it must

have been sent by someone who knows the secret key (presumably the legitimate

originator) [43, 44, 69].

A MAC algorithm is a family of functions f parameterised by a secret key k, with

the following properties [43]:

• Easy of computation: given a value k and an input x, the MAC fk(x) is easy

to compute.

• Compression: f maps an input x of arbitrary finite bit-length to an output

fk(x) of fixed bit-length l (e.g. l = 64 or 128).

• Forgery-resistance: given a sequence of text-MAC pairs (x′, fk(x
′)) for a fixed

key k, it is computationally infeasible to compute a text-MAC pair (x, fk(x))

for any x 6= x′.

Hash Functions

Hash functions are somewhat different to the functions we have considered so far

in that they do not use keys. A hash function takes an input an arbitrary data

string and gives as output a short, fixed-length value that is a function of the entire

input; this output is known as a hash code or hash value [43, 44, 69]. Hash functions

must have the one-way property, that is, they must be designed so that they are

simple and efficient to compute, but also so that given an arbitrary output, it is

computationally infeasible to find an input that gives the chosen output [43, 44, 69].

That is, a hash function is an efficiently computable function which maps an ar-

bitrary length input to a fixed length output; i.e. h : {0, 1}∗ → {0, 1}l. The basic

requirements for a cryptographic hash function are as follows [43]:

• Preimage resistance: for any output y, it is computationally infeasible to find

an input x such that h(x) = y, given no corresponding input is known.

• 2nd-preimage resistance: given x, it is computationally infeasible to find x′ 6= x

such that h(x) = h(x′).
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• Collision resistance: it is computationally infeasible to find any pair of distinct

inputs x and x′ such that h(x) = h(x′).

Pseudo-Random Bit Generators

A pseudo-random bit generator (PRBG) is a deterministic algorithm which, given

a truly random binary sequence of length m, outputs a binary sequence of length

l > m which appears to be random. The input to the PRBG is called the seed,

while the output of the PRBG is called a pseudo-random bit sequence [43, 68].

The security strength of a PRBG depends on a variety of factors, including the

period and probability distribution of the output sequence [14].

2.2.2 Asymmetric Techniques

We now discuss two of the main classes of asymmetric algorithms, namely asym-

metric encryption algorithms and digital signature schemes.

Unlike symmetric cryptosystems, which make use of a single key known to sender and

receiver, asymmetric cryptosystems employ two keys, a public key and a private key.

These public and private keys are related mathematically, and an entity’s private

key cannot be derived from its public key [43, 44, 68, 69].

Asymmetric Encryption

Asymmetric encryption, also known as public key encryption, involves an encryption

operation that transforms blocks of plaintext into ciphertext blocks, and a decryp-

tion operation that reverses this process [43, 44, 68, 69]. The main difference from

symmetric encryption is the way in which keys are used [43, 44, 68, 69]. The public

key of the intended recipient of a message is used for encryption and the recipient’s

private key is used for decryption [43, 44, 68, 69]. A user’s public key is made avail-

able to anyone who wants to encrypt a message intended for that user; the recipient’s

private key is used to decrypt received encrypted messages [78].

Implementing such an algorithm requires the computation of complex mathematical

functions, e.g. involving multi-precision integer or finite field arithmetic [44]. As a
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result, public key encryption schemes tend to be more computationally intensive,

and hence slower to compute, than secret key encryption algorithms [44]. Because of

this, simple wireless devices such as RFID tags are likely to lack the computational

power necessary to handle asymmetric encryption algorithms [44].

Digital Signatures

A digital signature is computed as a function of the message to be signed using the

signer’s private key, and can then be verified by anyone equipped with the signer’s

public key [43, 44, 68, 69]. When computing a signature it is almost always the case

that a hash function is applied to the message being signed. The most common

form of a signature gives a value that, much like a MAC, is sent or stored with the

message it is protecting [43, 44, 68, 69].

One key difference from a MAC is the way in which signatures are verified [44].

Verifying a MAC essentially involves re-computing it. However, verifying a digi-

tal signature uses a special verification function that takes as input the signature,

the message and the public verification key, and gives as output an indication as to

whether the signature is valid or not [44]. Thus, just because an entity can verify the

correctness of a signature, does not mean that it is possible to forge a signature [44].

Thus, as well as being able to provide data integrity and data origin authentication

functions, a digital signature can also provide non-repudiation services. The disad-

vantage is that digital signature functions are generally significantly more complex

to compute than MAC functions [44].

2.3 Authentication Protocols

We also briefly introduce authentication protocols, a major class of security tech-

niques that incorporate the use of cryptographic algorithms [44].

An authentication protocol is a defined exchange of messages between two (or possi-

bly more) parties, with the objective of providing one or both parties with an entity

authentication service [43, 44, 60]. That is, the objective is for one or both of the

parties to verify the identity of who it is they are exchanging messages with, and

that the other party is actively involved in the protocol, that is, that the messages
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are not replayed versions of ‘old’ messages [43, 44, 60].

Authentication protocols make use of cryptographic techniques to protect the origin

and integrity of individual messages [43, 44, 60]. One common approach is to employ

MACs for this purpose. As an alternative to the use of MACs to protect the protocol

messages, it is also possible to use digital signatures [43, 44].
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This chapter provides an overview of RFID systems. We outline the history of

RFID technology in section 3.1, and describe the components of an RFID system in

section 3.2. Sections 3.3 and 3.4 introduce RFID protocols and applications.

3.1 The History of RFID Technology

RFID is a wireless automatic identification and data capture technology that uses

radio communications. RFID technology can be used for automatically identifying

objects such as products, animals or persons, collecting data about them, and en-

tering that data directly into computer systems. We now briefly describe below how

RFID technology started and evolved.

The roots of RFID technology can be traced back to the Second World War, where
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radar technology was employed to detect incoming aircraft by sending out pulses of

radio energy and detecting the echoes that came back [57]. The Germans, Japanese,

Americans and British all used radar to warn of approaching planes while they were

still miles away [57]. However, there was no way to identify which planes belonged

to whom [36, 57]. The Germans attempted to solve the identification problem by

simultaneously rolling their aircraft in response to a signal from the ground radar

station [36, 57]. This would change the radar reflection’s polarisation, creating a

distinctive blip on the radars [57]. This system was the first demonstration of active

RFID [57].

The British responded by creating the Identify Friend or Foe (IFF) system [57]. This

involved placing a transponder on each plane which, when it received signals from

a radar station on the ground, broadcasts a signal back that identified the aircraft

as friendly [36, 57]. RFID uses the same basic concept [36, 57]. When a signal is

sent to a transponder, the transponder wakes up and either reflects back a signal

(passive system) or broadcasts a signal (active system) [36, 57].

An early paper exploring the idea behind RFID was published in 1948 by Stockman

[70], which contains the first public description of RFID technology [57]. Advances

in radar and RF communications systems continued through the 1950s and 1960s

[36]. Several technologies related to RFID were developed, such as the long-range

transponder systems of IFF for aircraft [36].

The 1960s were the prelude to the explosion of interest in RFID systems of the

1970s; the theory of RFID was developed, and application field trials started [36].

Harrington studied electromagnetic theory related to RFID [36, 57]. The first RFID

companies, Sensormatic and Checkpoint, were founded in the late 1960s. They

developed a commercial application, Electronic Article Surveillance (EAS), designed

to counter theft, jointly with other companies such as Knogo [36].

In the 1970s, there was a major advance in RFID technology [36]. A wide range

of bodies, including companies, academic institutions, and government laboratories

actively worked on RFID, and notable advances were realised [36]. For example, the

Los Alamos National Laboratory developed a system for tracking nuclear materials

[36]. The concept of putting an RFID tag in a truck and using RFID readers at the

gates of secure facilities to identify them was also developed [36].
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The 1980s saw the practical implementation of RFID technology, to varying degrees

in different parts of the world [36]. Applications emerged in transport, industry,

personnel access and animal supervision [36].

The 1990s saw the widespread adoption of electronic toll collection throughout the

United States [36]. In the early 1990s, IBM engineers developed and patented an

ultra-high frequency (UHF) RFID system. UHF offered longer read range and faster

data transfer [36, 57].

UHF RFID was further developed in 1999, when the Uniform Code Council, Euro-

pean Article Number (EAN) international, Procter & Gamble and Gillette funded

the establishment of the Auto-ID Centre at the Massachusetts Institute of Tech-

nology (MIT) [36, 57]. At MIT, Brock and Sarma investigated the possibility of

attaching low-cost RFID tags to products, in order to track them through the sup-

ply chain [36, 57]. Their proposal involved putting only a serial number on the tag

to keep the price down; a simple microchip that stores very little information is less

expensive to produce than a more complex chip with more memory [36, 57]. Data

associated with the serial number on the tag would be stored in a database that

would be accessible over the Internet [36, 57].

Between 1999 and 2003, the Auto-ID Centre gained the support of more than 100

large end-user companies, as well as the U. S. Department of Defence and many key

RFID vendors [36, 57]. It established research laboratories in Australia, the United

Kingdom, Switzerland, Japan and China [36, 57]. It also developed two air interface

protocols (Class 0 and Class 1), the Electronic Product Code (EPC) numbering

scheme, and a network architecture designed to support retrieval of data associated

with an RFID tag on the Internet [36, 57]. According to the Generation 1 (or

Version 1) specifications [15], EPCglobal Class 0 tags are read-only devices, whereas

Class 1 tags are one-time programmable.

The technology was licensed to the Uniform Code Council in 2003, which created

EPCglobal, a joint venture with EAN International, to commercialise EPC tech-

nology [36, 57]. The Auto-ID Centre shut down in October 2003, and its research

responsibilities were passed to Auto-ID Labs and EPCglobal, which was responsible

for managing the new EPC Network [36, 57].

Some of the largest retailers in the world, including Albertsons, Metro, Target, Tesco,
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Wal-Mart, as well as the U. S. Department of Defence, have described their plans to

integrate EPC technology into goods tracking for their supply chains [36, 57]. The

pharmaceuticals, tyre, defence and other industries are also moving to adopt the

technology [36, 57]. EPCglobal ratified a second-generation standard in December

2004, paving the way for broad adoption [36, 57].

RFID has demonstrated its importance in a wide range of markets, including live-

stock identification and automated vehicle identification systems. This broad range

of applications arises from its capability for tracking moving objects [36, 57].

3.2 RFID Systems

An RFID system consists of three key components: RFID tags, RFID readers and

a back-end server. Each of these components is now explored in greater detail.

3.2.1 RFID Tags

An RFID tag is an identification device which has a unique identifier and which

transmits data over the air using radio frequency (RF) in response to interrogation

by an RFID reader [23, 29]. It is also known as a transponder. We use here the

term ‘tag’ for its simplicity.

A tag is designed to receive a specific radio signal and automatically transmit a reply

[71]. A tag consists of an integrated circuit and an antenna. The integrated circuit

is for processing data; it modulates and demodulates radio signals, and stores and

processes information. The antenna is used for communicating via an RF signal

with RFID readers. The memory on tags may be read-only, write-once read-many,

or fully rewritable [79]. Figure 3.1 shows some examples of tags.

Processing capacity

RFID devices can be divided into two broad classes, ‘dumb’ and ‘smart’. A dumb

tag has no significant processing power, its unique identifier will normally be a fixed

length value, typically 10 or 16 hexadecimal digits long, and its memory capacity

is likely to be fairly small — of the order of a few hundred bytes to a maximum
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Source: http://www.anbitarabia.com/rfid.htm

Figure 3.1: RFID tags

of around 2kBytes [37]. In its simplest implementation, a tag listens for a radio

signal, and sends a signal of its own as a reply [71]. More complicated systems may

transmit a single letter or digit back to the source, or send multiple strings of letters

and numbers [71].

A smart tag, by contrast, has on-board processors that are typically capable of per-

forming cryptographic operations [37]. It will often have a much larger memory

capacity of 32kBytes or more, and be capable of requiring authentication before

allowing access to stored data [37]. Such a tag may also be able to encrypt commu-

nications using session keys to avoid snooping or data injection attacks [37].

Power supply

Tags can be categorised into three classes according to the nature of the power

supply (if present): active, passive and semi-passive tags [71].

Passive tags do not contain a battery or other power source. Instead they contain

a resonant circuit capable of absorbing power from an RFID reader’s antenna [71].
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Table 3.1: RFID operation frequencies
Name Range Read range Typical applications

LF 30 − 300 kHz 50 cm Pet identification
HF 3 − 30 MHz 3 m Building access control
UHF 300 MHz − 3 GHz 9 m Box and pallet tracking
Microwave > 3 GHz > 10 m Vehicle identification

Source: [23], pages 59–60

Thus, they must wait for a signal from an RFID reader in close proximity [71].

Active tags have their own power source, usually an internal battery. Since they

contain a battery to power the radio circuitry, they can actively transmit and receive

without having to be powered by an RFID reader’s antenna, and can therefore

interact with an RFID reader at significantly greater distances [71].

A semi-passive tag has a battery to power its memory circuitry, but relies on signals

from an RFID reader’s antenna to power its radio circuits when receiving and sending

data [71].

Operating frequency

The operating frequency is the electromagnetic frequency used by a tag to com-

municate and/or obtain power. The electromagnetic spectrum within which RFID

systems typically operate is commonly divided into low frequency (LF), high fre-

quency (HF), ultra-high frequency (UHF), and microwave [23].

Different frequencies have different properties. Lower frequency signals are better

able to travel through water, while higher frequencies can carry information at higher

rates [23]. Higher frequency signals are typically also easier to read at a distance.

Table 3.1 [23] shows the read ranges for the four main frequency ranges, and how

they have been used in applications.

Stored data

The volume of data carried by a tag can range anywhere from a few bytes up to

several megabytes, depending on the application and the individual tag [71]. The

data carried in a tag can be in a variety of formats. In the absence of ratified
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standards, many tag data formats are proprietary in nature, although standards are

now emerging [71].

The Electronic Product Code (EPC) is the RFID-based replacement for the Uni-

versal Product Code (UPC) bar code. The latter allows for 1010 products, and its

numbers are quickly being used up [71]. The EPC uses the EPCglobal organisation’s

General Identifier (GID-96) format. A GID-96 identifier contains 96 bits (12 bytes)

of data. Under the GID-96 standard, every EPC consists of three separate fields:

the 28-bit General Manager Number that identifies the company or organisation; the

24-bit Object Class that divides products into groups; and the 36-bit serial number

that is unique to the individual object. A fourth field consists of an 8-bit header

that is used to guarantee the uniqueness of the EPC code [71]. This allows for a

total of 3× 1025 unique items under the EPC system [71].

3.2.2 RFID Readers

An RFID reader is a device that can recognise the presence of RFID tags and read the

information supplied by them [23]. It is also known as a transceiver or interrogator.

Here, we simply use the term ‘reader’. A reader uses its antenna to query and

receive data from tags by broadcasting an RF signal. RFID readers are typically

connected to a back-end server equipped with a database of tag information [71].

In such a case, the reader forwards tag responses to this back-end server for further

processing.

3.2.3 Back-end Server

A back-end server manages a database containing information associated with the

RFID tags which it manages, and can retrieve the detailed tag information (or the

identity of the item attached to the tag) using the tag response as a key. Figure 3.2

shows how the components relate to one another.

In summary, when a back-end server wants to identify one or more tags, a reader

emits an RF signal via its antenna. Any tag within range of the signal responds with

certain stored data, such as a tag identifier. The reader then passes the received tag

data to the back-end server. The server processes the tag information to identify
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Source: http://www.jesic-tech.com/RFID tag.html

Figure 3.2: RFID system

the tag, and can then retrieve any needed information.

3.3 RFID Protocols

RFID systems involve a reader transmitting a radio signal, and a tag receiving this

signal answering with a response signal [71]. This response is then processed by a

back-end server. Depending on the tag’s computational power (if any), the tag may

perform cryptographic operations in order to compute its response (and/or update

its stored data). The sequence of messages exchanged by the reader, tag and back-

end server (along with any computations performed by the parties) constitutes the

RFID protocol.

Some tags are ‘read-only’, while other tags have data ‘written’ to them. In practice

tag protocols are often proprietary, although EPCglobal and the International Or-

ganisation for Standardisation (ISO) have defined a number of protocols designed

for use in RFID systems [71]. Further information can be found, for example, in

[23, 71]
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3.3.1 Focus of the Thesis

In this thesis we are concerned with a particular type of RFID tag, i.e. those tags

capable of performing (light-weight) cryptographic operations. Therefore, in line

with much of the existing research literature, we focus on RFID protocols with the

following properties.

• The protocols involve two parties, namely a server and a tag.

• The term ‘server’ means a combination of a back-end server and its readers.

That is, the channel between the back-end server and the readers is secure.

• A server maintains a secure database of information for the tags that it man-

ages, and has a significantly greater processing capability than a tag.

• A tag can perform lightweight cryptographic operations; it can also gener-

ate pseudo-random numbers, compute hash functions, and perform symmetric

encryption operations.

• A tag has a rewritable memory which may not be tamper-resistant, and thus

is susceptible to compromise.

• The channel between the server and tag is an insecure radio-frequency inter-

face, and thus tag-server communications are subject to eavesdropping and/or

modification.

3.3.2 Cryptography for RFID

We make the following assumptions about the availability of cryptographic functions

suitable for implementation on RFID tags.

• There are sufficiently secure hash functions which are suitable for a low-cost

tag.

• There is a sufficiently secure pseudo-random number generator for a low-cost

tag.
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Implementing asymmetric cryptographic techniques such as RSA in most current

RFID tags remains impractical because of the limited resources available to tags [2,

31]. Instead, symmetric cryptographic schemes are commonly applied for RFID

systems. Standard symmetric cryptosystems such as SHA-1 or AES are also rather

unsuited to today’s low-cost tags [18]. However, a number of light-weight implemen-

tations of block ciphers and hash functions have recently been studied, including the

schemes presented in [11, 17, 40, 55, 58, 61, 80].

The following two hash functions appear to be of particular value in this respect.

• The Whirlpool hash function has been standardised by ISO/IEC and evalu-

ated by the New European Schemes for Signatures, Integrity and Encryption

(NESSIE) project [56]. Pramstaller et al. [55] presented a compact hardware

implementation of Whirlpool that uses an innovative state representation, and

that makes it possible to significantly reduce the required hardware resources.

• Shamir [61] introduced a one-way function called SQUASH (short for SQUar-

hASH) that is based on modular squaring. SQUASH is ideally suited to

challenge-response authentication in highly constrained devices, such as RFID

tags, and is provably as secure as factoring [7, 61].

A one-way function such as a cryptographic hash function or a block cipher can be

used to generate pseudo-random bit sequences [43]. In practice, an iterated keyed

hash function which takes a cheap and weak pseudo-random source (for instance

circuitry noise) and an internal key as its inputs could be used as a pseudo-random

bit generator [54, 72].

3.4 RFID Applications

Landt [36] claims that RFID technology can increase revenue, improve efficiency

and lower costs in business. RFID systems are being adopted in a wide variety of

fields, including product management, animal supervision, transportation payments,

library book administration, automated vehicle identification, patient identification

in hospitals, entry access control, and electronic passports [24, 29, 37]. For example,

RFID tags can help hospitals to improve patient care, pharmaceutical companies to
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reduce counterfeiting, logistics providers to improve the management of moveable

assets and supply chains to track goods from the point of manufacture to the retail

point of sale [26].

There are many different types of tags, as described in section 3.2.1. The following

general guidelines can be used to help select the best type of tag for a particular

application [23]:

• Use smart labels for automated application in a warehouse.

• Use passive tags for the lowest cost, and semi-passive or active tags only as

necessary for additional capabilities or greater read range.

• Use LF/HF tags for individual items.

• Use UHF tags for shipping units such as pallets.

• Use microwave tags for vehicles and long-distance reading.

• Where possible, to reduce cost, store only an identifier on the tag and look up

the rest of the information. Greater on-tag storage is more expensive.

• Follow standards where possible, and watch what the largest adopters are

doing.
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In this chapter we investigate the possible threats to RFID systems, identify associ-

ated privacy, security and performance requirements, and present a list of require-

ments for RFID protocols, which has been constructed by taking the union of all

previously given sets of requirements. Section 4.1 describes the privacy and security

requirements for RFID systems, and section 4.2 identifies the performance require-

ments for such systems. In section 4.3 we also discuss two additional functional

requirements, namely tag delegation and tag ownership transfer.

4.1 Privacy and Security

To provide security for a system, the possible threats and risks to that system need to

be determined. These can then be used to set security requirements. Finally, coun-

termeasures to the threats and residual risks can be selected and implemented [1].

36



4.1 Privacy and Security

In this section, we first investigate two main classes of threats to RFID systems,

namely threats to privacy and security. The threats that we examine are taken from

the existing literature. We also introduce a list of requirements to mitigate such

threats.

In this thesis we consider the RFID systems that fit the model given in section 3.3.1.

4.1.1 Privacy

One of the main concerns of users of RFID systems is user privacy. Unprotected

communications between a tag and a server over a wireless channel can disclose

information about a tag, including its location (and, by implication, the location of

its owner).

Threats

Two major privacy issues are as follows [2, 29, 47, 49, 79].

• Tag Information Leakage [49]: in a typical RFID system, when a server

queries a tag, the tag responds with its identifier. If unauthorised entities

can also obtain a tag identifier, then they may be able to request and obtain

the private information related to the tag held in the server database. For

example, if the information associated with a tag attached to a passport, ID-

card or medical record could be obtained by any server, then the damage would

be very serious.

• Tag Tracking [79]: if the responses of a tag are linkable to each other or

distinguishable from those of other tags, then the location of a tag could be

tracked by multiple collaborating unauthorised entities. For example, if the

response of a tag to a server query is a static ID code, then the movements of

the tag can be monitored, and the social interactions of an individual carrying

a tag may be available to third parties without him or her knowing.
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Privacy Requirements

RFID systems should meet the following privacy requirements in order to mitigate

the two threats described above.

• Tag Information Privacy: RFID systems should be able to resist tag infor-

mation leakage. To protect against such a threat, RFID systems need to be

controlled so that only authorised entities are able to access the information

associated with a tag.

• Tag Location Privacy: RFID systems should be able to resist tag tracking

attacks. If messages from tags are anonymous, then the problem of tag tracking

by unauthorised entities can be avoided.

4.1.2 Security

Communications between a server and a tag via an insecure wireless channel are sus-

ceptible to eavesdropping. Security threats feasible to RFID systems are discussed

below.

Attack Model

We divide possible attackers into two groups, as follows.

• A weak attacker (WA) is a malicious entity that can observe and manipulate

communications between a server and a target tag, but cannot compromise

the tag.

• A strong attacker (SA) is a malicious entity that has compromised a target

tag, in addition to having the capabilities of a weak attacker.

Threats by an SA as well as a WA should be considered in RFID protocol design,

because the internal data in a tag memory are liable to exposure as a result of

side-channel attacks [4, 41]. Such attacks are attacks that are based on side channel

information that can be retrieved from a device performing cryptographic compu-

tations [5]. Side channels provide information about internal computations through
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measurement, e.g. by monitoring variations in power consumption, external radia-

tion, or the time taken to perform calculations [5]. Side channel attacks make use

of such information to recover the key the device is using [5].

Security threats to RFID systems can be classified into weak and strong attacks in

line with the attacker types defined above.

Weak attacks

The following attacks are feasible for a WA [2, 29, 79].

• Tag Impersonation [79]: a WA could impersonate a target tag to a server

without knowing the tag’s internal secrets. It could communicate with a server

instead of the tag and be authenticated as the tag.

• Replay attack [13]: a WA could replay messages exchanged between a server

and a tag without being detected, thereby performing a successful authentica-

tion between a tag and a server.

• Man-in-the-Middle (MitM) attack [28]: a WA could interfere with mes-

sages sent between a server and a tag (e.g. by insertion, modification or dele-

tion).

• Denial-of-Service (DoS) attack [79]: a WA could block messages transmit-

ted between a server and a tag. Such an attack could cause the server and the

tag to lose synchronisation. For example, the server might update its shared

secrets, while the tag does not; as a result, they would no longer be able to

authenticate each other.

Strong attacks

An SA may be able to perform the following attacks, as well as the weak attacks

described above [2, 41, 49].

• Backward Traceability [49]: an SA might be able to trace past transactions

between a server and a compromised tag using knowledge of the internal state
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of the tag. That is, given all the internal state of a target tag at time t,

the attacker is able to identify target tag interactions that occurred at time

t′ < t. The past transcripts of a tag may allow tracking of the tag owner’s

past behaviour.

• Forward Traceability [41]: an SA might be able to trace future transactions

between a server and a compromised tag using knowledge of the internal state

of the tag. That is, knowledge of a tag’s internal state at time t can help to

identify tag interactions that occur at time t′ > t. The only way of maintaining

future security once the current tag secrets have been revealed is to detect key

compromise as soon as possible, and to replace the compromised secrets as

soon as possible.

• Server Impersonation [64]: an SA might be able to impersonate a legitimate

server to a compromised tag using knowledge of the internal state of the tag.

This attack does not appear to have been discussed previously, despite its

potential importance. The SA could, for example, ask the tag to update its

internal state, with the effect that the legal server will no longer be able to

communicate successfully with the tag, although the SA will. We introduce

this novel strong attack in detail in chapter 6.

Resistance to backward traceability is sometimes also referred to as forward security

[10, 14, 49, 76]. In the thesis, we use the terms backward traceability and forward

traceability (defined as in [41]) in order to clearly distinguish between threats to

past and future anonymity.

Security requirements

We identify security requirements for RFID systems designed to mitigate the threats

of the weak and strong attacks described above, as follows.

• Resistance to Tag Impersonation: an adversary should not be able to

impersonate a tag without compromising a tag.

• Resistance to Replay attack: an adversary should not be able to reuse mes-

sages exchanged between a server and a tag, thereby performing a successful

session between the tag and the server.
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• Resistance to MitM attack: an adversary should not be able to manipulate

messages sent between a server and a tag without compromising a tag.

• Resistance to DoS attack: blocking of messages transmitted between a

server and a tag should not mean that the server and the tag can no longer

communicate successfully.

• Backward Untraceability: an adversary should not be able to to trace past

transactions between a server and a tag, even if it compromises the tag.

• Forward Untraceability: an adversary should not be able to to trace future

transactions between a server and a tag, even if it compromises the tag.

• Resistance to Server Impersonation: an adversary should not be able to

impersonate a server to a tag, even if it compromises that tag.

4.2 Performance Requirements

RFID schemes cannot use computationally intensive cryptographic algorithms to

provide privacy and security because tight tag cost requirements put severe limits

on tag-side resources (such as processing power and storage).

RFID schemes should address the following performance issues [2, 4, 33, 47, 74, 79].

• Storage Capacity [79]: the volume of data stored in a tag should be min-

imised because of tight tag cost requirements.

• Computation [79]: the complexity of tag computations should be minimised

because of the very limited power available to a tag.

• Communication [79]: the number and size of messages exchanged between

a tag and a reader should be minimised.

• Scalability [4]: the server should be able to handle a large tag population.

It should be able to identify multiple tags using the same radio channel. Per-

forming an exhaustive search to identify individual tags is difficult when the

number of tags is large.
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The issue of scalability raises questions about the complexity of searching stored

data. As background to subsequent discussions, we briefly review some of the main

approaches to searching arrays of data.

The need to search an array for a value is a common problem [48]. For example,

in an RFID system, a server maintains a database containing information for tags

that it manages. When a server queries a tag and receives a response in return, it

examines its database to find an entry whose ‘key’ value matches the appropriate

entry in the tag response. It can now identify the tag and access other information

related to it.

Three fundamentally important searching methods applicable when records are

stored in arrays are linear search, binary search and hash table search.

• Linear search is the simplest method. It involves examining each element in a

list in sequence until a match is found [35, 48]. Its running time is of the order

of n, written O(n), where n is the number of elements in the list [35]. Searching

relatively small lists sequentially does not require much computer time [48].

However, when the list get longer (as in, for example, telephone directories or

lists of credit card customers), linear searches are very inefficient [48]. Since

large amounts of computer time could mean considerable costs and/or delays

when large amounts of data must be frequently searched, more efficient means

of searching are needed [48].

• Binary search is a more sophisticated search algorithm. It involves examining

the middle entry in an (ordered) array to see which half of the array contains

the desired value [48]. The middle value of the appropriate half is then ex-

amined to see which half of this half contains the value in question [48]. This

halving process is continued until the value is located or it is determined that

the value is not in the list [48]. Clearly, a binary search requires that the list

must be sorted before searching [35, 48]. The sorting process has its own costs

which should be evaluated [48]. Binary search runs in O(log n) time [35]. This

is significantly better than linear search for large lists of data [35].

When n is large, binary search takes much less time, in the worst case, than

linear search. This is because it makes log n rather than n comparisons [35].

However, the steps involved in a binary search are typically more complex and
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more time-consuming than the steps performed in a linear search [35]. Hence,

for smaller values of n, it is possible that a linear search will be faster [35].

• Hash tables can also be used for list searching [35]. A hash table is a data

structure for the storage of records, that is intended to provide rapid access

to a record with a given key value [35]. The search time is a constant, i.e.

O(1), in the average case. This search technique requires the ability to assign

key values so that all keys are within an ordered range of indices, ideally not

much larger than the number of entries in the array; this is achieved using

hashing. It also requires sufficient storage to be available to accommodate all

the records [35].

To make a hash table, a hash function is used to map a key into the index (the

hash) of an array element where the corresponding value is to be sought [35].

The hash function here is not necessarily a cryptographic hash function. To

search for an entry in the hash table, the key is hashed, and the hashed value

is then looked up in the table. Of course, there is the possibility of two keys

hashing to the same value — this can be resolved, for example, by putting a

colliding entry into the next available slot in the table (which is why the table

needs to be a little larger than the number of entries in the array).

4.3 Additional Functional Requirements

In this section, we introduce two functional requirements, tag delegation and own-

ership transfer, that are likely to be required in some RFID systems.

4.3.1 Tag Delegation

In RFID systems, a centralised back-end server is often in charge of a large number

of tags. In some systems in which tag responses are anonymous, tag identification

requires the back-end server to compute every possible tag output in turn until it

finds a match [81]. This can seriously damage scalability [81].

A related issue is that many protocols require a reader to interact with the centralised

back-end server in order to identify a tag [81]. In some applications, this reading

latency can be an unacceptable overhead [81]. In addition, if the database becomes

43



4.3 Additional Functional Requirements

unavailable for some reason, such as network connectivity failure, all interactions

with tags relying on that back-end server will be stopped [81].

Delegation is one possible solution to these performance issues [81]. Delegation

enables a back-end server to delegate the right to identify and authenticate a tag to

a specified entity, such as a reader [41, 45, 81].

Delegation may be permanent or temporarily [81]. In the first case, a reader is given

permanent means to interact with a tag in its read range, and the back-end server

is contacted only when a new tag arrives or an old tag leaves the system [81]. In

the second case, the back-end server temporarily transfers the right to interact with

a set of tags for a limited number of queries, and updates or revokes the delegation

according to a delegation policy [81].

4.3.2 Tag Ownership Transfer

Another possible functional requirement for RFID systems is tag ownership transfer.

In some applications, an RFID tag may change its owner a number of times during

its lifetime. For example, suppose that a manufacturer produces a tag and attaches it

to an object, and that a retailer purchases the tagged object from the manufacturer,

and then sells it to a customer. The customer may then resell the object at some

later time. In such RFID systems, changes of tag owner could occur frequently, and

thus a secure and privacy-preserving means of tag ownership transfer is needed.

Tag ownership means having authorisation to identity a tag and control all the re-

lated information [41, 45]. Tag ownership transfer implies a shift of such capabilities

to a new owner [41, 45], who must therefore be given the necessary private informa-

tion to securely interact with and identify the tag. Thus all information associated

with the tag will need to be passed from the old to the new owner. However, at the

moment of tag ownership transfer, both the old and new owners have the informa-

tion necessary to authenticate a tag, and this fact may cause an infringement of tag

owner privacy. More specifically, if the previous owner is malicious, it may still be

able to read the tag using retained tag information after transfer, and/or trace the

new owner’s transactions with the tag. That is, the privacy of the new owner might

be compromised by the previous owner. Conversely, if the new owner is malicious,

then it might be able to trace the previous owner’s past transactions with the tag.
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That is, the privacy of the previous owner might be compromised by the new owner.

In chapter 8, we identify requirements for secure tag ownership transfer.
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In this chapter we consider previously proposed RFID identification and authentica-

tion protocols based on the use of symmetric cryptographic techniques. In each case

(in sections 5.2-5.16) we assess them against the privacy, security and performance

requirements identified in chapter 4. Comparisons of the properties of these protocols

are provided in section 5.17.
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5.1 Preliminaries

A variety of protocols for use in RFID systems have been proposed. Many of these

protocols use cryptographic functions to protect messages exchanged between an

RFID reader and tag and to provide authentication. As discussed in section 3.3.2,

implementing asymmetric cryptographic techniques in most current RFID tags re-

mains impractical; instead, symmetric cryptographic schemes are commonly applied.

Thus, this thesis focuses on RFID protocols using symmetric cryptographic schemes.

The following notation is used in the protocol descriptions in this chapter.

S A server

Ti The i-th tag (1 ≤ i ≤ n)

n The number of tags that S manages

x̂ The most recent value of x (for any value x)

x The updated value of x (for any value x)

⊕ XOR operator

‖ Concatenation operator

← Substitution operator
?
= An operator that checks whether the right side value equals the left side value

The protocols introduced in this chapter work under the assumptions described in

section 3.3.1. Tables 5.1 and 5.2 provide comparisons of the schemes presented in this

chapter with respect to the security, privacy and performance properties identified

in chapter 4.

In the following sections 5.2-5.16, we review previously proposed RFID protocols

presented in the order in which they were published.

5.2 The Weis-Sarma-Rivest-Engels Protocols

Weis et al. [79] proposed two protocols known as Hash-based Access Control and

Randomised Access Control (referred to here as the HAC and RAC protocols, re-

spectively) in 2003. The schemes control access to a tag by locking or unlocking the

tag using a one-way hash function h.
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In the HAC scheme, a server S stores values IDi, ki and HIDi for each tag Ti, where

IDi is an identifier for Ti, ki is a secret key and HIDi = h(ki). Each tag Ti stores

IDi and HIDi. When a tag Ti is locked, it responds with HIDi to all queries. To

unlock a tag, the server sends it ki. If, for a received key ki, HIDi = h(ki), the

tag unlocks itself and replies with IDi. Figure 5.1 summarises the protocol, where

time flows from the top to the bottom, i.e. the top-most message is sent first and

the bottom-most message is sent last. The other figures in this thesis use the same

convention.

However, the scheme allows a tag to be tracked by an eavesdropper, because the

static value HIDi is used repeatedly [79]. In addition, ki and IDi are transferred in

clear text, and hence they can be obtained by an eavesdropper.

S Ti
[Ti : IDi, ki,HIDi] [IDi,HIDi]

Query
−−− →

HIDi

← −−−
Find HIDi

ki
−−− → If h(ki) = HIDi,

IDi

← −−− Unlock

Figure 5.1: The HAC protocol

The second scheme, the RAC protocol, employs a random number generator as well

as a hash function to prevent the tracking attack possible for the HAC protocol. A

server stores IDi for each tag Ti, and a tag Ti stores IDi. A locked tag Ti generates

a different response in every session by responding with the pair (r,M1 = h(IDi‖r)),
for a randomly tag-generated r, whenever it is queried. A server then identifies the

tag by performing an exhaustive search of all stored tag records; the server computes

h(IDj‖r) for each stored IDj in turn, until it finds a match to the value received from

the tag. To unlock a tag, the server sends it the value IDi. Figure 5.2 summarises

the RAC protocol.

However, a tag response M1 can be intercepted, and knowledge of M1 allows replay

and tag impersonation attacks. In an attempt to avoid such problems, Weis et

al. [79] suggested that IDi⊕ fki(r) or (IDi‖h(IDi))⊕ fki(r) could be used instead of

h(IDi‖r), using a secret key ki shared between a server and a tag Ti. In addition,
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the use of a fixed identifier IDi can give rise to traceability threats.

The properties of these protocols are summarised in Tables 5.1 and 5.2.

S Ti
[Ti : IDi] [IDi]

Query
−−− →

Generate r
M1 = h(IDi‖r)

r,M1

← −−−
Exhaustive search
to find IDi

s.t. M1 = h(IDi‖r)
IDi

−−− →

Figure 5.2: The RAC protocol

5.3 The Ohkubo-Suzki-Kinoshita Protocol

In 2003, Ohkubo, Suzki and Kinoshita [49] proposed an RFID privacy protection

scheme (referred to here as the OSK protocol) designed to protect against tag track-

ing and backward traceability. It involves updating the tag identifier whenever a

tag is queried, using a low-cost hash-chain mechanism.

The server stores a secret s0i and an identifier IDi for each tag, and a tag initially

stores the secret information si as s0i . In a session, the tag sends M1 = g(si) to

the server, and renews its secret si to h(si), where g and h are hash functions. The

server then identifies the tag via an exhaustive search, computing g(hj(s0i )) for each

tag until it finds a match with the received value M1, where hj denotes j iterations

of the function h. Figure 5.3 summarises the OSK protocol.

This protocol is subject to replay attacks, and hence an eavesdropper can imper-

sonate a target tag without knowing the tag secrets. In addition, the scheme is

not scalable, because a server needs to perform O(n) work to identity a tag from

amongst a population of n tags (see section 4.2). The properties of this protocol are

summarised in Tables 5.1 and 5.2.

Avoine, Dysli and Oechslin [3] proposed a modification to this scheme to prevent
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S Ti
[Ti : IDi, s

0
i ] [si]

Query
−−− →

M1 = g(si)

Exhaustive search
M1

← −−−
to find IDi

s.t. M1 = g(hj(s0i )) si ← h(si)

Figure 5.3: The OSK protocol

replay attacks. In the revised version, a server sends a random challenge r to a tag,

and the queried tag replies with M1 = g(si ⊕ r). As a result, an adversary cannot

reuse a tag reply M1 to respond to a different challenge r.

Avoine and Oechslin [4] further modified the protocol to introduce a time-memory

trade-off designed to reduce the server’s tag identification workload, thereby im-

proving its scalability. The main drawback of this modified scheme is the need

for large server storage, because precomputation and storage of look-up tables are

required [3, 4].

5.4 The Henrici-Müller Protocol

Henrici and Müller [25] proposed an RFID authentication scheme (referred to here

as the HM protocol) in 2004, designed to enhance location privacy. It uses a one-

way hash function h and a binary operation ◦ on bit strings (a simple exclusive-or

function is adequate for this purpose [25]).

A server must store a table containing the following entries for each tag Ti: the

hash of the current tag identifier HIDi that acts as the primary index for the table,

the current tag identifier IDi, a transaction number TIDi, the number of the last

successful transaction LSTi, and the stored entry for the associated tag AEi. A tag

Ti stores the values of IDi, TIDi and LSTi. When queried, a tag responds with

M1 = h(IDi), M2 = h(IDi ◦ TIDi), and δ = TIDi − LSTi. The server then finds an

IDi that matches the received values of M1, M2 and δ. If the server identifies the

tag Ti, it generates a random number r and sends M3 = h(r◦TID′i ◦IDi) back to the

tag, where TID′i = LSTi + δ and + is regular integer addition. If the authentication
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process completes correctly, the tag and the server will update their stored copies

of IDi to the value IDi ◦ r. Figure 5.4 summarises the HM protocol.

This scheme still allows a degree of tag tracking, because a tag always replies with

the same hashed IDi before the next successful authentication [10]. Also, it does

not provide backward untraceability, because an attacker that compromises a tag

could easily compute the identifiers used in previous sessions. The properties of the

protocol are summarised in Tables 5.1 and 5.2.

S Ti
[Ti : HIDi, IDi,TIDi,LSTi,AEi] [IDi,TIDi,LSTi]

Query
−−− →

TIDi ← TIDi + 1
M1 = h(IDi)
M2 = h(IDi ◦ TIDi)
δ = TIDi − LSTi

M1,M2,δ
← −−−

Find HIDi = M1

s.t. TID′i = LSTi + δ,M2 = h(IDi ◦ TID′i),
and TID′i > TIDi

Generate r
M3 = h(r ◦ TID′i ◦ IDi)

r,M3

−−− → Verify

Update M3
?
= h(r ◦ TIDi ◦ IDi)

AEi ← IDi

IDi ← IDi ◦ r If OK, update
HIDi ← h(IDi) IDi ← IDi ◦ r
TIDi ← TID′i LSTi ← TIDi

LSTi ← TID′i

Figure 5.4: The HM protocol

5.5 The Molnar-Wagner Protocol

Molnar and Wagner [46] proposed a mutual authentication scheme (referred to here

as the MW protocol) to provide privacy for library RFID systems. The scheme uses

a pseudo-random number function to protect the messages communicated between

tag and server.

In their basic authentication protocol, a server S and a tag Ti share a shared secret

ki, that is used as a key for a pseudo-random number function f . The server queries
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a tag by sending it a random number r1. The tag generates a random number

r2, computes M1 = IDi ⊕ fki(0‖r1‖r2), and sends them both to the server. The

server finds the value IDi for the tag using the received values of r2 and M1, and

sends M2 = IDi ⊕ fki(1‖r1‖r2) back to the tag to complete server authentication.

Figure 5.5 summarises the protocol.

One feature of this scheme is its use of a tree-based technique that reduces tag

identification complexity from O(n) to O(log n) (see section 4.2). The n tags are

considered as leaves in a balanced binary tree, and each edge in the tree is associated

with a secret. A server knows all the secrets, and each tag stores the log n secrets

corresponding to the path from the root to the tag. Thus, the work for the server

to identify a tag has magnitude O(log n).

However, this scheme could degrade privacy if an adversary tampers with a tag,

because in such a case the adversary is able to trace other tags in a probabilistic

way, as described in [3]. Also, this scheme uses a fixed key ki for each tag Ti, and

hence it cannot resist backward traceability; once a tag is compromised, the attacker

can trace past communications related to the tag. The properties of the protocol

are summarised in Tables 5.1 and 5.2.

S Ti
[Ti : IDi, ki] [IDi, ki]
Generate r1

r1
−−− → Generate r2

M1 = IDi ⊕ fki(0‖r1‖r2)

Logarithmic work search
r2,M1

← −−−
to find IDi

s.t. IDi = M1 ⊕ fki(0‖r1‖r2)

M2 = IDi ⊕ fki(1‖r1‖r2)
M2

−−− → Check that

IDi
?
= M2 ⊕ fki(1‖r1‖r2)

Figure 5.5: The MW protocol
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5.6 The Molnar-Soppera-Wagner Protocol

In 2005, Molnar, Soppera and Wagner [45] proposed an RFID pseudonym protocol

(referred as here the MSW protocol) that employs pseudo-random number functions.

The scheme uses a tree of secrets of depth d = d1 + d2, like the MW scheme. Each

node in the tree has an associated l-bit secret key. The first d1 levels of the tree

contain node secrets that are chosen uniformly and independently at random by the

trusted centre during system initialisation using a function H, where H(s) denotes

the key associated with node s in the tree. Each node at depth d1 corresponds to a

unique tag. When a tag is enrolled into the system, it receives all keys on the path

from its node to the root. Thus, each tag needs the capacity to store d1 secrets. The

next d2 levels of the tree contain secrets that are derived using a pseudo-random

generator G.

When a tag is queried, it generates a random number r, computes the key values

k(d1+j) = Gb(k(d1+(j−1))), where j = 1, 2, · · · , d2 and b ∈ {0, 1}, and responds with a

pseudonym M1 = (Fk1(r), Fk2(r), · · · , Fkd(r)), where F is a pseudo-random number

function and kj (j = 1, 2, · · · , d) represent the secrets along the path in the tree of

secrets from the root to the tag’s current leaf. The tag then increments the counter

ci. Figure 5.6 summarises the MSW protocol.

S Ti
[Ti : k0, k1, · · · , kd1 ] [(k0, k1, · · · , kd1), ci]

Query
−−− → Generate r

k(d1+j) = Gb(k(d1+(j−1))),
(1 ≤ j ≤ d2, b ∈ {0, 1})
M1 = (Fk1(r), Fk2(r), · · · , Fkd(r))

Logarithmic work search
r,M1

← −−−
to find Ti
s.t. k(d1+j) = Gb(k(d1+(j−1))), ci ← ci + 1
(1 ≤ j ≤ d2, b ∈ {0, 1})
and M1 = (Fk1(r), Fk2(r), · · · , Fkd(r))

Figure 5.6: The MSW protocol

The scheme takes O(log n) work to identify a tag because of its use of a tree of

secrets (see section 4.2). It further allows for time-limited delegation. However,

the ownership transfer procedure of this scheme is rather restrictive, in the sense

that the old and new owners must trust the same Trusted Centre (TC), and the
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TC’s database controls all the secret tag information. A reader that has received

partial information from the TC can read the tag only a limited number of times

without on-line connectivity to the TC. Thus, the scheme more closely resembles a

time-limited access delegation scheme than a system for ownership transfer [41].

The scheme only provides tag identification, not mutual authentication. It also

allows replay attacks. The tree-based secrets approach requires that each tag stores

the dlog ne secrets corresponding to the path from the root to the tag and performs a

number of pseudo-random number function computations to generate its pseudonym.

In addition, if a tag secret is compromised, then the attacker can compute the secrets

for every descendent in the subtree rooted at that tag node. That is, the more tags

an adversary tampers with, the greater the privacy breaches, as for the MW scheme

[3, 54]. The properties of the protocol are summarised in Tables 5.1 and 5.2.

5.7 The Saito-Imamoto-Sakurai Protocols

Saito et al. [59] proposed two approaches for reassigning an RFID tag’s key for own-

ership transfer. The schemes protect the privacy of the new owner from the old

owner by updating the tag key using a symmetric cryptosystem. As these schemes

are only a process for key change, they need to be combined with an RFID authen-

tication scheme to form a complete RFID system. The first scheme (referred to

here as the SIS1 scheme) employs a three-party model using a Trusted Third Party

(TTP). The current owner server (Sold) first passes the secret key ki used to encrypt

the tag identifier IDi to the new owner server (Snew). The new owner server then

generates a new encryption key k′i, and asks the TTP to send both keys ki and k′i

to the tag, after encrypting them, so that the tag can update its identifier using the

new key k′i. Figure 5.7 summarises the protocol.

However, this scheme has usability and security issues, because the new owner must

communicate with a TTP [59], and, if a tag is compromised, the secret key shared

between the TTP and the tags will be exposed.

The second scheme (referred to here as the SIS2 scheme) uses a two-party model. It

is based on the premise that the backward channel (i.e. the communication channel

from a tag to a reader) is more secure against eavesdropping than the forward channel
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Sold Snew TTP Ti
[ki] [K] [IDi,K, ki]

ki
−−− →

(secure) Generate k′i
ki,k

′
i

−−− →

(secure) M = EK(ki, k
′
i)

M
−−− →

(ki, k
′
i) = DK(M)

ki ← k′i

Figure 5.7: The SIS1 protocol

(i.e. the communication channel from a reader to a tag), because the signal strength

in the backward channel is weaker than one in the forward channel. In this scheme,

the new owner server (Snew) of a tag encrypts both the old encryption key ki provided

by the current owner server (Sold) and the new key k′i which the new owner server

has created, using a nonce n received from the tag over the backward channel. It

sends M = En(ki, k
′
i) back to the tag, where Ex(y, z) denotes the encrypted version

of a plaintext (y, z) computed using a symmetric encryption scheme, keyed by x.

The tag obtains k′i by decrypting M , and updates ki to k′i. Figure 5.8 summarises

the protocol.

However, the assumption that intercepting the nonce sent from the tag is difficult

is questionable, because, as pointed out in [59], an attacker could be located close

to the tag and thereby successfully eavesdrop on the backward channel, despite its

short range. Also, a tag always stores a fixed identifier, and hence the tag’s past

interactions could be traced if the tag is compromised.

Sold Snew Ti
[ki] [IDi, ki]

ki
−−− →

(secure)
Query
−−− →

Generate n
n

← −−−
Generate k′i
M = En(ki, k

′
i)

M
−−− →

(ki, k
′
i) = DK(M)

ki ← k′i

Figure 5.8: The SIS2 protocol
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5.8 The Dimitriou Protocol

Dimitriou [13] proposed an RFID authentication protocol (referred to here as the D

protocol) in 2005, designed to enforce user privacy and protect against tag cloning.

A tag Ti stores its identifier IDi, and a server S stores the identifier IDi and a hash

of the identifier HIDi for each tag Ti, where HIDi serves as the primary key used

to identify information related to the tag. This scheme makes use of a challenge-

response approach and employs a hash function h and a keyed hash function f . A

server queries a tag by sending it a random number r1, and a tag responds with a

random number r2, a hash of its identifier M1 = h(IDi), and a keyed hash of the

random numbers M2 = fIDi
(r2‖r1).

The scheme maintains scalability in the sense that the server can find the value

HIDi corresponding to the received value of M1, without an exhaustive search. If

the server finds a matching value HIDi, it checks that the received value of M2

equals fIDi
(r2‖r1). If the validation is successful, the server authenticates the tag

and updates its identifier IDi to g(IDi), where g is a one-way function. The server

then sends a message M3 = fIDi
(r2‖r1) using the updated identifier to the tag.

The tag authenticates the server by checking the received value of M3. If the check

is successful, the copy of the identifier IDi held by the tag is also updated. The

protocol is summarised in Figure 5.9.

However, the tag identifier remains the same between valid sessions, thereby making

the scheme vulnerable to tracking. Additionally, the scheme is prone to DoS attacks

[13]; if the message M3 does not reach the tag in a session, the server will update the

tag identifier but the tag will not. The properties of the protocol are summarised in

Tables 5.1 and 5.2.

5.9 The Duc-Park-Lee-Kim Protocol

Duc et al. [14] proposed an authentication protocol (referred to here as the DPLK

protocol) for EPCglobal Class-1 Gen-2 RFID tags [16] in 2006. It uses simple cryp-

tographic primitives such as a pseudo-random number generator and a cyclic redun-

dancy code.
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S Ti
[Ti : HIDi, IDi] [IDi]
Generate r1

r1
−−− →

Generate r2
M1 = h(IDi)
M2 = fIDi

(r2‖r1)
r2,M1,M2

← −−−
Find HIDi = M1

If M2 = fIDi
(r2‖r1),

Update
IDi ← g(IDi)
M3 = fIDi

(r2‖r1)
M3

−−− → ID′i ← g(IDi)
Verify

M3
?
= fID′

i
(r2‖r1)

If OK, update
IDi ← ID’i

Figure 5.9: The D protocol

A tag Ti is set up by assigning it an Electronic Product Code EPCi, a session key

ki and a long-term secret pi. A server stores the values of EPCi, ki and pi for each

tag. We use f and h respectively to denote the pseudo-random number generator

and cyclic redundancy code used by the scheme. When queried, a tag generates a

random number r and responds with M1 = h(EPCi‖r)⊕ki and M2 = h(M1⊕r). The

server then performs an exhaustive search to find a stored EPCi for which M1⊕ki =

h(EPCi‖r). If the server finds a matching value, it sends M3 = h(EPCi‖pi‖r) ⊕ ki
to the tag. If a session ends successfully, the copies of the session key ki held by the

tag and server are updated using f . The protocol is summarised in Figure 5.10. The

security of the scheme can be improved by employing cryptographic hash functions

instead of h and f .

The scheme cannot prevent replay attacks before the next successful authentication,

because M1 and M2 can be reused by an attacker to impersonate the tag. Most

seriously, a DoS attack could permanently desynchronise a server and a tag [10].

The scheme also does not provide backward untraceability because EPCi and pi are

fixed [10]. The properties of the protocol are summarised in Tables 5.1 and 5.2.
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S Ti
[Ti : EPCi, ki, pi] [EPCi, ki, pi]

Query
−−− → Generate r

M1 = h(EPCi ‖ r)⊕ ki
M2 = h(M1 ⊕ r)

Exhaustive search
r,M1,M2

← −−−
to find EPCi
s.t. M1 ⊕ ki = h(EPCi ‖ r)

If M2 = h(M1 ⊕ r)
Compute
M3 = h(EPCi ‖ pi ‖ r)⊕ ki

M3

−−− → Verify

Update M3 ⊕ ki
?
= h(EPCi ‖ pi ‖ r)

ki ← f(ki)
If OK, update
ki ← f(ki)

Figure 5.10: The DPLK protocol

5.10 The Lim-Kwon Protocol

The RFID authentication protocol (referred to here as the LK protocol) proposed

by Lim and Kim [41] is a challenge-response protocol employing pseudo-random

functions. The LK scheme uses a forward key chain for tag secret evolution and a

backward key chain (used in reverse order) for server validation.

This scheme makes use of three pseudo-random functions, f : {0, 1}l × {0, 1}2l1 →
{0, 1}2l1 , g : {0, 1}l → {0, 1}l, and h : {0, 1}2l1 → {0, 1}2l1 where l is the bit-length

of a tag secret, and l1 is the bit-length of random challenges and responses. A server

stores two sets of data for each tag Ti, namely the current data set and the most

recent old data set (initially empty). The current data set contains the following

tag identification data: a random secret si, m identifiers ti
j = ext(gj(si), l2) for

0 ≤ j ≤ m − 1, a random number ui for a backward key chain, the length vi of

the backward key chain, and two secrets for server validation wi,S = hvi−1(ui) and

wi,T = h(wi,S), where m is the maximum number of allowable authentication failures

between two valid sessions, ext(x, l) denotes a simple extract function returning l

bits out of x, gj denotes j iterations of the function g, and l2 is the bit-length of a

tag secret sent by the tag to help the back-end server to identify it. The tag stores
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the tag secret si, the server validator wi,T , a failure counter ci and the maximum

number of the counter m, where ci is initialised to 0.

The LK protocol refreshes the tag secret si within both the tag and the server

whenever the authentication process completes successfully, using exchanged ran-

dom numbers r1 and r2 and a secret for server validation wi,S , i.e. si ← g(si ⊕
(wi,S‖r1‖r2)). If an authentication session fails, only the tag updates its stored tag

secret si to g(si). The protocol is summarised in Figure 5.11.

For tag ownership transfer, the server of the new owner of a tag securely communi-

cates with the server of the current owner, and receives all the relevant information

for the tag. The new owner’s server then communicates with the tag outside the

reading range of the previous owner’s server. As a result, the tag refreshes its secrets

using random values shared only with the new server, and so no other party can

communicate with the tag from this point onwards.

The protocol provides forward untraceability from the moment that an adversary

misses just one successful authentication session after it has compromised the tag

secret. The use of the backward hash key chain makes it difficult to impersonate a

server to tags. Storing the most recent old data set protects against the desynchro-

nisation problem arising from DoS attacks. The server can identify a tag in O(1)

work (see section 4.2).

However, the server must perform O(m) operations for tag authentication, and must

perform a significant number of pseudo-random function computations to update

the tag secrets after a successful tag authentication. In addition, the server must

store two key chains for each tag [41]. Also, an attacker can perform rapid-fire

interrogation of a tag to increment its counter ci to the maximum possible value.

As a result, the tag secret si will remain static and will give the same response M1

to every query until a valid session is performed, thereby allowing tag tracking [41].

Moreover, an attack introduced in [51] allows an adversary to trace a tag without

compromising the tag. The properties of the protocol are summarised in Tables 5.1

and 5.2.
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S Ti
[Ti : si, (t

0
i , · · · , t

m−1
i ), ui, vi, wi,S , wi,T , [si, wi,T , ci,m]

ŝi, (t̂
0
i , · · · , t̂

m−1
i ), ûi, v̂i, ŵi,S , ŵi,T ]

Generate r1
r1

−−− → Generate r2
M1 = ext(si, l2)
M2 = ext(f(si, r1 ‖ r2), l1)

Find tji = M1

r2,M1,M2

← −−−
Compute s′i = gj(si)
If M2 = ext(f(s′i, r1 ‖ r2), l1),
Compute
M3 = f(s′i, r2 ‖ r1)⊕ wi,S

M3

−−− → wi,S ←M3 ⊕ f(si, r2 ‖ r1)

Verify wi,T
?
= h(wi,S)

ŝi ← g(s′i)

t̂i
k ← ext(gk(ŝi), l2) If OK, update
where 0 ≤ k ≤ m− 1 ci ← 0

v̂i ← vi si ← g(si ⊕ (wi,S ‖ r1 ‖ r2))
ŵi,T ← wi,T wi,T ← wi,S
ŵi,S ← wi,S Else,

ci ← ci + 1
si ← g(s′i ⊕ (wi,S ‖ r1 ‖ r2)) If ci < m
tki ← ext(gk(si), l2) si ← g(si)
ni ← vi − 1
wi,T ← wi,S
wi,S ← hvi(ui)

Figure 5.11: The LK protocol

5.11 The Osaka-Takagi-Yamazaki-Takahashi Protocol

Osaka et al. [50] presented an RFID security method (referred to here as the OTYT

protocol) that supports ownership transfer with high efficiency. The scheme uses a

hash function h and a symmetric encryption scheme E. Each tag stores ei = Eki(IDi)

as its identifier, where ki is a secret key shared by the tag and server and IDi is a

long term tag identifier (known only to the server). The server stores IDi, ki, and

ei for each tag Ti.

A server queries a tag by sending it a random number r, and the tag responds with

M1 = h(ei ⊕ r). The server performs an exhaustive search to find a pair (ei, ki) for

which h(ei ⊕ r) = M1, and authenticates the tag by decrypting ei using ki.

To transfer ownership of a tag, the current owner generates a new key k′, updates its
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identifier e to e′ = Ek′(IDi) in order to protect its privacy from the new owner, and

then sends k′ to the new owner via a secure channel. The new owner then creates

a new key k′′, computes a new tag identifier e′′ = Ek′′(IDi) in order to protect its

privacy from the previous owner, and sends M2 = e′ ⊕ e′′ to the tag so that the

tag can obtain the new tag identifier e′′ from the received value of M2. Figure 5.12

summarises the protocol.

The scheme requires a relatively small amount of tag computation; however, it has a

number of security vulnerabilities. The value of e′⊕e′′ is vulnerable to manipulation

by an adversary, and the scheme does not prevent DoS attacks. In addition, if an

attacker queries a tag twice using the same random number, then it receives the same

response from the tag, enabling it to track the tag. Also, if a tag is compromised,

an adversary is able to track past tag transactions, because an adversary that has

M2 for a previous session can compute a previous identifier by computing M2 ⊕ ei.
The properties of the protocol are summarised in Tables 5.1 and 5.2.

S Ti
[Ti : IDi, ki, ei] [ei, ki]
Generate r

r
−−− →

M1 = h(ei ⊕ r)

Exhaustive search
M1

← −−−
to find IDi

s.t. h(ei ⊕ r) = M1

and Dki(ei) = IDi

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Generate k′i
e′i = Ek′

i
(IDi)

M2 = ei ⊕ e′i
Update

M2

−−− → Update
ei ← e′i, ki ← k′i ei ←M2 ⊕ ei

Figure 5.12: The OTYT protocol

5.12 The Chien-Chen Protocol

The RFID mutual authentication protocol proposed by Chien and Chen [10] in 2007

(referred to as the CC protocol) is based on the EPCglobal Class-1 Gen-2 RFID

standard [16]. The protocol uses simple cryptographic primitives such as a pseudo-
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random number generator and a cyclic redundancy code.

The server stores five values for each tag Ti: an Electronic Product Code EPCi, the

new authentication key ki, the new access key pi, the most recent old authentication

key k̂i, and the most recent old access key p̂i. A tag stores three values, namely EPCi,

ki, and pi. The values of ki and pi are updated after each successful authentication

to give backward untraceability. We use f and h respectively to denote the pseudo-

random number generator and cyclic redundancy code used by the scheme.

The server queries a tag by sending it a random number r1. The tag generates

a random number r2, computes M1 = h(EPCi‖r1‖r2) ⊕ ki and sends r1 and M1

back to the server. The server performs an exhaustive search to find an EPCi for

which M1 ⊕ ki = h(EPCi‖r1‖r2). If such an EPCi is found, the server computes

M2 = h(EPCi‖r2) ⊕ pi and sends it to the tag. The server then updates ki and

pi to f(ki) and f(pi), respectively. The tag verifies the received value of M2. If

the verification is successful, the tag also updates its keys ki and pi. Figure 5.13

summarises the protocol.

The scheme still permits a degree of backward traceability. Suppose that a strong

attacker has compromised a tag and intercepted the values of r1 and M1 sent in the

immediately previous session. The attacker can check that f(M1 ⊕ h(EPCi‖r1‖r2))
equals the compromised key ki, and can thus determine the previous key k̂i, because

EPCi is fixed. In the same way, if a strong attacker has intercepted r2 and M2 in

the immediately previous session, it can compute p̂i by checking whether f(M2 ⊕
h(EPCi‖r2)) equals pi. Moreover, Peris-Lopez et al. [52] show that the CC scheme

permits location tracking, tag impersonation, server impersonation, and backward

traceability, because of the linear properties of a cyclic redundancy code (CRC)

that is used as a checksum algorithm. In addition, the use of a short length (16-bit)

CRC allows desynchronisation by DoS attacks and does not guarantee unequivocal

tag identification [52]. The properties of the protocol are summarised in Tables 5.1

and 5.2.
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S Ti
[Ti : EPCi, ki, pi, k̂i, p̂i] [EPCi, ki, pi]
Generate r1

r1
−−− →

Generate r2
M1 = h(EPCi ‖ r1 ‖ r2)⊕ ki

r2,M1

← −−−
Exhaustive search
to find EPCi
s.t. M1 ⊕ ki =
h(EPCi ‖ r1 ‖ r2)

Compute
M2 = h(EPCi ‖ r2)⊕ pi

M2

−−− → Verify

Update M2 ⊕ pi
?
= h(EPCi ‖ r2)

k̂i ← ki
p̂i ← pi If OK, update
ki ← f(ki) ki ← f(ki)
pi ← f(pi) pi ← f(pi)

Figure 5.13: The CC protocol

5.13 The Peris-Lopez-Hernandez-Castro-Estevez-Tapiador-
Ribagorda Protocol

Peris-Lopez et al. [53] proposed an RFID mutual authentication protocol (referred

to here as PHER protocol) in 2007, obtained by modifying a scheme due to Shieh

et al. [62]. The PHER scheme makes use of a secure one-way hash function h.

In the scheme, a server S stores the following entries for each tag Ti: the tag identifier

IDi, the tag password pi, the server secret xi for the tag, a random index-pseudonym

ti, and the most recent old value of ti, denoted by t̂i, where ti is used as the key

to retrieve tag information. A tag Ti stores the values of ti, ai and pi, where

ai = h(IDi ⊕ xi) is computed by the server in the tag registration phase.

For mutual authentication and index-pseudonym update, the scheme uses five ex-

changed messages. When a tag Ti is queried, it generates a random number r1,

computes M1 = h(r1‖ti) and M2 = h(r1‖ai), and sends r1, M1 and M2 to the

server. The server performs an exhaustive search until it finds a value ti for which

h(r1‖ti) equals M1. If a match is found, the server computes ai = h(IDi ⊕ xi) and
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checks that the received value of M2 equals h(r1‖ai). If the check is successful, the

server generates a random number r2, computes M3 = h(r1‖r2‖ai) and sends r2 and

M3 to the tag. The tag checks that the received value of M3 = h(r1‖r2‖ai) and, if so,

it sends M4 = h(r2‖ai + 1) to the server. If the received value of M4 = h(r2‖ai + 1),

the server updates the tag index-pseudonym ti to h((r1‖r2)⊕ai⊕ti), and sends M5 =

h((r1 ⊕ r2)‖ti) back to the tag to confirm the tag index-pseudonym update. When

the tag receives M5, it computes a new index-pseudonym t′i = h((r1‖r2) ⊕ ai ⊕ ti),
and checks that the received value of M5 = h((r1 ⊕ r2)‖t′i). If the validation is

successful, the tag also updates ti to the new value t′i. The protocol is summarised

in Figure 5.14.

S Ti
[Ti : IDi, ti, t̂i, pi, xi] [ti, ai, pi]

Query
−−− →

Generate r1
M1 = h(r1‖ti)
M2 = h(r1‖ai)

Exhaustive search
r1,M1,M2

← −−−
to find ti
s.t. M1 = h(r1‖ti)
ai = h(IDi ⊕ xi)
If M2 = h(r1‖ai),
Generate r2
M3 = h(r1‖r2‖ai)

r2,M3

−−− → If M3 = h(r1‖r2‖ai),
M4 = h(r2‖ai + 1)

M4

← −−−
If M4 = h(r2‖ai + 1),
Update
t̂i ← ti
ti ← h((r1‖r2)⊕ ai ⊕ ti)
M5 = h((r1 ⊕ r2)‖ti)

M5

−−− → t′i = h((r1‖r2)⊕ ai ⊕ ti)
If M5 = h((r1 ⊕ r2)‖t′i),
Update ti ← t′i

Figure 5.14: The PHER protocol

The scheme is rather complex in that it requires the transmission of five messages.

As a result, a tag must perform six hash function computations in a session. In

addition, the tag secret ai is static, even if the tag updates ti in every successful

authentication session. Thus, backward traceability is possible. If a strong attacker
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intercepts all messages sent in a previous session, it can identify the values of M2, M3

and M4 that relate to the compromised tag using knowledge of ai. The properties

of the protocol are summarised in Tables 5.1 and 5.2.

5.14 The Fouladgar-Afifi Protocols

Fouladgar and Afifi [20, 21] presented two protocols for RFID tag delegation and

ownership transfer in 2007. In both schemes, a tag stores two secret keys k′i and

ki and a counter ci. The key k′i is used to compute pseudonyms, and ki is used

to update both keys. The server stores the values of IDi, k
′
i and ki for each tag.

The first scheme [21] (referred to as the FA1 protocol) uses a cryptographic hash

function h, and the second scheme (referred to as the FA2 protocol) uses a symmetric

encryption function E.

In the FA1 scheme, a server queries a tag by sending it a random number r1. If the

tag’s counter ci is not the the maximum value cmax, it increments its counter and

replies with a random number r2 and M1 = h(r2 ⊕ k′i). Otherwise, if ci = cmax, the

tag replies with r2 and M1 = h(r2⊕ki). The server identifies the tag by exhaustively

searching through its database for a key k′i or ki such that M1 = h(r2⊕ k′i) or M1 =

h(r2⊕ki). If M1 = h(r2⊕k′i), the session terminates. Otherwise, if M1 = h(r2⊕ki),
the server then generates a random number δ, computes M2 = h(δ)‖(δ⊕ h(ki)) and

sends M2 to the tag. The server also updates k′i and ki to h(k′i ⊕ δ) and h(ki ⊕ δ),
respectively. When the tag receives M2, it obtains δ from M2 and updates k′i and

ki in the same way as the server. Figure 5.15 summarises the FA1 protocol.

The new owner queries a target tag using r1, and receives a random number r2 and a

hash-based pseudonym M1 = h(r2 ⊕ k′i) in return. The new owner then sends them

to the current owner of the tag to request ownership transfer. The current owner

then instructs the tag to set its counter to the maximum possible value. As a result,

in the next session, the tag and the server of the new owner will update the copies

of tag secrets k′i and ki, using a hash function and a random number generated by

the tag.

Unfortunately, the scheme does not resist replay attacks, because a tag response

is a function of only k′i (or ki) and r2, and thus an eavesdropper can reuse the tag
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response to impersonate a tag. The tag keys k′i and ki are fixed until the tag counter

ci reaches cmax. This might give rise to traceability threats, if a tag is compromised.

An attacker could also perform a rapid-fire interrogation DoS attack to increment

ci up to cmax [20].

S Ti
[Ti : IDi, ki, k

′
i] [ki, k

′
i, ci, cmax]

Generate r1
r1

−−− →
Generate r2
If ci 6= cmax,
ci ← ci + 1
M1 = h(r2 ⊕ k′i)

Else
M1 = h(r2 ⊕ ki)

Exhaustive search
r2,M1

← −−−
to find IDi

s.t. M1 = h(r2 ⊕ k′i)
or M1 = h(r2 ⊕ ki)

If M1 = h(r2 ⊕ k′i),
Identify Ti
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Else if M1 = h(r2 ⊕ ki),
Generate δ
M2 = h(δ)‖(δ ⊕ h(ki))

M2

−−− → α‖δ = M2 ⊕ (1l‖h(ki))
Update (l : the bit-length of h(δ))
k′i ← h(k′i ⊕ δ) If α = h(δ),update
ki ← h(ki ⊕ δ) k′i ← h(k′i ⊕ δ)

ki ← h(ki ⊕ δ)
ci ← 0

Figure 5.15: The FA1 protocol

The FA2 scheme [20, 21] is similar to the FA1 scheme, except that it uses a symmetric

encryption algorithm instead of a hash function. When a tag receives a query r1,

it replies with a random number r2 and M1 = Ek′i(r1 ⊕ r2), if the tag counter

ci is not the maximum value cmax. Otherwise, if ci = cmax, the tag replies with

M1 = Eki(r1 ⊕ r2). The server identifies the tag by exhaustively searching through

its database for a key k′i or ki such that M1 = Ek′i(r1 ⊕ r2) or M1 = Eki(r1 ⊕ r2).
If M1 = Ek′i(r1 ⊕ r2), the session terminates. Otherwise, if M1 = Eki(r1 ⊕ r2), the

server then generates a random secret δ, computes M2 = Eki(r2‖δ) and transfers
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M2 to the tag. The server then updates k′i and ki to k′i ⊕ r2 ⊕ δ and ki ⊕ r2 ⊕ δ,
respectively. When the tag receives M2, it obtains δ by decrypting M2, and then

updates k′i and ki as k′i ← k′i ⊕ r2 ⊕ δ and ki ← ki ⊕ r2 ⊕ δ. Figure 5.16 summarises

the FA2 protocol.

For tag ownership transfer, the new owner queries a target tag using r1, and receives

a random number r2 and a symmetric cryptography based pseudonymM1 = Ek′i(r1⊕
r2) from the tag, and then transmits them to the current owner asking for tag

ownership to be transferred. Before transferring ownership, the server of the current

owner generates a random number, and makes both its database and the tag update

the tag secrets k′i and ki using random numbers generated by both the server and the

tag, to protect its privacy from the new owner. It then passes the updated secrets

to the new owner, along with other necessary information. To protect its privacy

from the old owner of the tag, the new owner of the tag executes another session

with the tag, thereby updating its keys. As a result, the old owner can no longer

identify the tag. The new owner can also keep the key values transferred from the

old owner if the tagged item has a warranty for after-sales service. However, the

authors do not describe in detail how the tag can recover the old key kept by the

old owner for after-sales service.

The FA2 scheme also allows replay attacks. Suppose an eavesdropper intercepts the

values of r1, r2 and M1 sent in a session. The eavesdropper can now impersonate the

tag to the server in the following way. When the server sends r1 to the eavesdropper

(impersonating the tag), the eavesdropper can reply with r′2 = r1 ⊕ r2 ⊕ r′1 and

M1. As in the FA1 scheme, if an adversary compromises a tag, then it may be

able to trace the tag’s past communications that used the same keys k′i and ki.

Also, a counter exhaustion attack is possible, exactly as for the attack on FA1. The

properties of the protocols are summarised in Tables 5.1 and 5.2.

5.15 The Tsudik Protocols

Tsudik [72] described an RFID identification protocol (referred to as the T1 protocol)

that provides a basic level of tag identification using time-stamps. Tsudik [73]

proposed two further schemes (referred to as the T2 and T3 schemes) that also

provide tag authentication. The schemes use monotonically increasing time-stamps
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S Ti
[Ti : IDi, ki, k

′
i] [ki, k

′
i, ci, cmax]

Generate r1
r1

−−− →
Generate r2
If ci 6= cmax
ci ← ci + 1
M1 = Ek′

i
(r1 ⊕ r2)

Else
M1 = Eki(r1 ⊕ r2)

Exhaustive search
r2,M1

← −−−
to find IDi

s.t. M1 = Ek′
i
(r1 ⊕ r2)

or M1 = Eki(r1 ⊕ r2)
If M1 = Ek′

i
(r1 ⊕ r2)

Identify Ti
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Else if M1 = Eki(r1 ⊕ r2)
Generate δ
M2 = Eki(r2‖δ)

M2

−−− → r2‖δ = Dki(M2)
Update Update
k′i ← k′i ⊕ r2 ⊕ δ k′i ← k′i ⊕ r2 ⊕ δ
ki ← ki ⊕ r2 ⊕ δ ki ← ki ⊕ r2 ⊕ δ

ci ← 0

Figure 5.16: The FA2 protocol

for tracking-resistant tag authentication, and employ a keyed hash function f .

In these three schemes, a tag stores ki, ti, and tm,i, where ki is a tag-specific secret,

ti is initially a time-stamp assigned to the tag at the time of manufacture, and tm,i

is the highest possible time-stamp. The value ki serves as both a tag identifier and

a cryptographic key. Neither ti nor tm,i need to be unique to a tag. A tag must also

possess a uniquely seeded pseudo-random number generator.

In T1, a server maintains a periodically updated hash table in which each row

contains IDi, ki, and fki(t
′
i) for a tag, where t′i is the time-stamp for the server.

The server first sends t′i to a tag Ti. If t′i ≤ ti or t′i > tm,i, the tag generates and

returns a pseudo-random number r. Otherwise, the tag updates its time stamp ti

to t′i, and replies with M1 = fki(ti). The server can identify the tag by finding M1

in its look-up table. Figure 5.17 summarises the T1 protocol.
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The T1 scheme only needs O(1) operations to identify a tag, because a hash table is

used for all look-ups (see section 4.2). However, the scheme merely identifies a tag

and does not provide tag authentication. Additionally, the scheme is susceptible to a

trivial DoS attack in which an attacker incapacitates a tag by sending it an inaccurate

future time-stamp value [73]. Moreover, the scheme makes the assumption that a

given tag is never identified (interrogated) more than once within the same time

interval [73].

S Ti
[Ti : IDi, t

′
i, ki, fki(t

′
i)] [ki, ti, tm,i]

t′i
−−− →

δ = t′i − t
If (δ ≤ 0) or (t′i > tm,i),
Generate r
M1 = r

Else
ti ← t′i
M1 = fk(ti)

Find IDi

M1

← −−−
s.t. M1 = fki(t

′
i)

Figure 5.17: The T1 protocol

The T2 scheme adds tag authentication to the T1 scheme using a challenge-response

method. When a tag Ti receives a query consisting of a time-stamp t′i and a random

number r1, it checks that t′i is a valid time-stamp. If the validation is successful,

the tag updates ti to t′i, and computes M1 = fki(ti). Otherwise, the tag generates

a pseudo-random number r2 instead of computing M1. The tag then generates a

pseudo-random number r3, computes M2 = fki(r3‖r1) and responds to the server

with r3, M1 and M2. The server identifies the tag by finding M1 in its look-up table

for the time-stamp t′i, and authenticates the tag by checking that M2 = fki(r3‖r1).
Figure 5.18 summarises the T2 protocol.

This scheme also takes constant time to identify and authenticate a tag because of

its use of a look-up table. However, if a tag has been previously desynchronised by

an attacker, it requires the server to perform O(n) operations to authenticate the

tag. The T2 scheme is also susceptible to DoS attacks, like the T1 scheme [73].

The T3 scheme mitigates the DoS vulnerability of the T1 and T2 schemes by using
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S Ti
[Ti : IDi, t

′
i, ki, fki(t

′
i)] [ki, ti, tm,i]

Generate r1
t′i,r1

−−− →
δ = t′i − t
If δ ≤ 0 or t′i > tm,i,
Generate r2
M1 = r2

Else
ti ← t′i
M1 = fk(ti)

Generate r3
M2 = fki(r3‖r1)

r3,M1,M2

← −−−
Find IDi

s.t M1 = fki(t
′
i)

and M2 = fki(r3‖r1)

Figure 5.18: The T2 protocol

a hash-chain to generate a so-called epoch token, which allows a tag to ascertain

that a time-stamp is not too far into the future.

A server generates a hash chain of length v by starting with an initial value (say, X)

and repeatedly hashing it v times to produce a root hv(X), where v = dtm,i/ωe and

ω is the epoch duration, (e.g. one day). Each tag initially stores an epoch token zi

as a root of the hash chain, hv(X).

A server generates a random number r1 and sends t′i, r1 and its epoch token z′i to

a tag. The tag checks the received values of t′i and z′i, by verifying that t′i ≥ ti

and t′i < tm,i, and that z′i = hγ(z′i), where γ = bt′i/ωc − bt/ωc. If the validations

are successful, the tag updates ti and zi to t′i and z′i, respectively. The tag then

computes M1 = fki(ti), generates r2, computes M2 = fki(r2‖r1), and sends M1,

M2, and r2 as its reply. Otherwise, the tag generates pseudo-random numbers r2,

r3 and r4, and sends them instead. The server identifies the tag by finding M1 in

its look-up table for the time-stamp t′i, and authenticates the tag by checking that

M2 = fki(r2‖r1). Figure 5.19 summarises the T2 protocol.

The server only needs to perform O(1) operations to identify and authenticate a tag,
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if the tag reply is valid. If not, the server takes O(n) time to authenticate a tag. For

T3, DoS attacks still remain a threat, because an adversary can incapacitate a tag

for the epoch duration ω, if it queries the tag with the current epoch token and the

maximum possible t′i within the current epoch [73]. In addition, for both T2 and T3,

the adversary can potentially distinguish between synchronised and desynchronised

tags by timing the server responses, because a synchronised tag only requires a

server to perform a quick table look-up, whereas a desynchronised tag requires it

to perform an exhaustive search. Moreover, all three of the Tsudik schemes have

backward traceability, because of their use of a fixed key ki [73]. The properties of

the protocols are summarised in Tables 5.1 and 5.2.

S Ti
[Ti : IDi, t

′
i, ki, fki(t

′
i), z

′
i] [ki, ti, tm,i, zi]

Generate r1
t′i,r1,z

′
i

−−− →
δ = t′i − ti
γ = bt′i/ωc − bti/ωc
If δ ≤ 0, t′i > tm,i or hγ(z′i) 6= zi,
Generate r2, r3, r4
M1 = r3
M2 = r4

Else
ti ← t′i
zi ← z′i
M1 = fk(ti)
Generate r2
M2 = fki(r2‖r1)

r2,M1,M2

← −−−
Find IDi

s.t M1 = fki(t
′
i)

and M2 = fki(r2‖r1)

Figure 5.19: The T3 protocol

5.16 The Burmester-de Medeiros-Motta Protocol

Burmester, de Medeiros and Motta [7] proposed an anonymous RFID authentication

protocol (referred to here as the BMM protocol) in 2008. This protocol is based on

a scheme originally proposed by van Le, Burmester and de Medeiros [76].
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Each tag Ti is initially assigned a unique tuple (ki, τi, qi) of l-bit random values that

is stored in non-volatile memory; ki is its secret key, τi is a one-time pseudonym,

and qi is a seed for generating pseudonyms. The tag also has a boolean variable bi

and a cyclic counter ci that takes m distinct values. The scheme uses an appropriate

pseudo-random function g to generate values for pseudonyms, authenticators and

confirmation. For each tag, the server S stores in a key-lookup database a tuple:

ki, qi, (τi, qi, q
1
i , · · · qmi ), where qji = gki(qi‖IV‖ctr(j)), IV is an initial vector, and

ctr(j) is the jth value of the cyclic counter ci described above. The server also

stores the most recent old values of the tuple to maintain state coordination with

the tag.

The state of tag Ti is controlled by the value of bi; if the tag fails to receive a

correct value of M3 from the server, bi is set to 1, otherwise bi = 0. The server

sends a random number r1 to tag Ti. The tag replies with M1 and M2; if the stored

value bi of a tag is 0, the tag’s pseudonym is M1 = τi, otherwise it computes M1 =

gki(qi‖IV‖ctr(j)). The tag also computes three values v0, v1 and v2: v0‖v1‖v2 =

gki(M1‖r1), where v0 is kept for later use as a pseudonym update, v1 is used for an

authenticator, and v2 is used for confirmation. The tag then replies to the server

with M1 and M2 = v1. The server uses its key-lookup database to identify the

tag using the received value of M1, and checks the validity of the received value of

M2 by computing v′0‖v′1‖v′2 = gki(M1‖r1). If the validation is successful, the server

sends M3 = v′2 to the tag, and updates the tuple for the tag. If the received value

of M3 = v2 and the stored value of bi = 0, then the tag updates its pseudonym τi to

v0. Otherwise, it updates its seed qi to v0. Figure 5.20 summarises the protocol.

A tag can be identified with constant-cost key lookup, thereby maintaining scalabil-

ity for the back-end server (see section 4.2). However, the scheme does not provide

backward untraceability and allows a degree of tag tracking [7]. The properties of

the protocol are summarised in Tables 5.1 and 5.2.

5.17 Comparisons

We now compare the protocols introduced above against the privacy, security and

performance requirements identified in chapter 4.
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S Ti
[Ti : ki, (τi, qi, q

1
i , · · · qmi ), [ki, τi, qi, bi, ci]

(τ̂i, q̂
1
i , · · · q̂mi )]

Generate r1
r1

−−− →
If bi = 0,
M1 = τi

Else
M1 = gki(qi‖IV‖ctr(j))
ci ← ci + 1

v0‖v1‖v2 = gki(M1‖r1)
M2 = v1

M1,M2

← −−−
Find (M1, ki)
v′0‖v′1‖v′2 = gki(M1‖r1)
If M2 = v′1
M3 = v′0

M3

−−− →
Update If M3 = v2
If M1 = τi If bi = 0
τ̂i ← τi, τi ← v′0 τi ← v0

Else if M1 = τ̂i Else
τi ← v′0 bi ← 0, qi ← v0

Else if M1 = qji Else

qi ← v′0, {q̂
j
i }mj=0 ← {q

j
i }mj=0 bi ← 1

{qji }mj=0 ← {gki(qi‖IV‖ctr(j))}mj=0

Else if M1 = q̂ji
qi ← v′0
{qji }mj=0 ← {gki(qi‖IV‖ctr(j))}mj=0

Figure 5.20: The BMM protocol

In Table 5.1, we give a comparison of the privacy and security properties of the

protocols. The table indicates whether or not a protocol resists privacy violations

(tag information leakage or tag location tracking), weak attacks (tag impersonation,

replay attacks, man-in-the-middle attacks, or denial-of-service attacks), and strong

attacks (backward traceability, forward traceability, or server impersonation). The

table also indicates whether a protocol provides tag authentication and/or server

authentication.

Table 5.2 gives the performance properties of the protocols. The protocols are com-

pared with respect to the tag storage, tag computation, communication and scala-

bility requirements identified in chapter 4. More specifically, the table indicates the
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type of secrets stored in a tag, the type and number of cryptographic function com-

putations required in a tag (which are significantly more computationally complex

computations than arithmetic and logical operations), the number of pseudo-random

numbers that need to be generated in a tag, the number of exchanged messages, and

the server complexity of identifying and authenticating a tag.

Tables 5.1 and 5.2 enable the strengths and weaknesses of the protocols to be readily

assessed. For example, the LK and PHER schemes have many desirable privacy and

security properties, but require significant cryptographic function computations in

a tag and possess scalability issues; the MSW scheme requires O(log n) work for tag

identification but needs the greatest amount of tag storage and the largest number

of cryptographic function computations in a tag; the HAC, HM, D, T1, T2, T3 and

BMM schemes need only O(1) work for tag identification and authentication, but

all have critical security shortcomings.

These comparisons are intended to be helpful for implementers considering the use of

an RFID protocol, and who need to compare the privacy, security and performance

properties of a range of schemes. For example, if the application requires the number

of complex function computations in a tag to be minimised, then properties C2

and C3 in Table 5.2 will be key to their choice; alternatively, if scalability is a

critical requirement, then low complexity in column C5 is the key criterion; finally,

if minimising tag memory is particularly important, then protocols which have a

small entry in column C1 are advantageous.

5.18 Summary

We have reviewed a number of recently proposed RFID identification and authen-

tication protocols. We have also assessed their privacy, security and performance

properties against the requirements identified in chapter 4.

In the following chapters we describe a series of novel schemes which have privacy,

security and performance properties superior to those of the prior art summarised

here.
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Table 5.1: Privacy and security properties

P1 P2 W1 W2 W3 W4 S1 S2 S3 A1 A2

HAC
√

· · · ·
√

· · · × ×
RAC

√ √
· · ·

√
· · · × ×

OSK
√ √

· · ·
√ √

· · × ×
HM

√
· · · ·

√
· · · × ◦

MW
√ √ √ √ √ √

· · · ◦ ◦
MSW

√ √
· · ·

√
· · · × ×

D
√

·
√ √ √

·
√

· · ◦ ◦
DPLK

√ √
· · · · · · · × ◦

LK
√

·
√ √ √ √ √

∗ ∗ ◦ ◦
OTYT

√
·

√
· · · · · · × ×

CC
√

· ·
√ √

· · · · × ◦
PHER

√ √ √ √ √ √
· · · ◦ ◦

FA1
√ √

· ·
√ √

· · · × ◦
FA2

√ √
· ·

√ √
· · · × ◦

T1
√ √ √ √ √

· · · · × ×
T2

√ √ √ √ √
· · · · ◦ ×

T3
√ √ √ √ √

· · · · ◦ ×
BMM

√
·

√ √ √ √
· · · ◦ ◦

P1 : tag information leakage

P2 : tag location tracking

W1 : tag impersonation

W2 : replay attack

W3 : man-in-the-middle attack

W4 : denial-of-service attack

S1 : backward traceability

S2 : forward traceability

S3 : server impersonation

A1 : tag authentication

A2 : server authentication
√

: resists such an attack

∗ : partially resists such an attack, under certain assumptions

· : does not protect against such an attack

◦ : provides the property

× : does not provide the property
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Table 5.2: Performance properties

C1 C2 C3 C4 C5

HAC ID,HID 1HF 0 2/4 O(1)

RAC ID 1HF 1 2/3 O(n)

OSK s 2HF 0 2 O(n)

HM ID,TID,LST 3HF 0 3 O(1)

MW ID, k 2PRF 1 3 O(log n)

MSW (k0, k1, · · · , kd1), c dPRF d2 + 1 2 O(log n)

D ID 4HF 1 3 O(1)

DPLK EPC, k, p 3CRC 2 3 O(n)

LK s, wT , c,m 4PRF 1 3 O(m)

OTYT e, k 1HF 0 2/3 O(n)

CC EPC, k, p 2CRC 3 3 O(n)

PHER t, a, p 6HF 1 5 O(n)

FA1 k, k′, c, cmax 1/5HF 1 3 O(n)

FA2 k, k′, c, cmax 1/2SE 1 3 O(n)

T1 k, t, tm 1HF 0/1 2 O(1)/O(n)

T2 k, t, tm 2HF 1/2 2 O(1)/O(n)

T3 k, t, tm, z (γ + 2)HF 1/3 2 O(1)/O(n)

BMM k, τ, q, b, c 1/2PRF 0 3 O(1)

C1 : the type of secrets stored in a tag

C2 : the type and number of cryptographic function computations required in a tag

C3 : the number of pseudo-random numbers generated in a tag

C4 : the number of exchanged messages

C5 : server complexity to identify/authenticate a tag

HF : a hash function computation

PRF : a pseudo-random function computation

SE : a symmetric encryption operation

/ : or
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In this chapter we introduce server impersonation attacks, a practical security threat

to RFID security protocols that has not previously been described. We first give a

general description of attack models and present server impersonation attacks on

synchronisation-based RFID protocols. Section 6.2 describes how a server imper-

sonation attack can bring about desynchronisation in a number of existing RFID

schemes. In section 6.3 we then propose possible countermeasures to server imper-

sonation attacks; finally, section 6.4 contains a summary of the results.
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6.1 A Novel Security Threat

A variety of security and privacy threats to RFID authentication protocols have

been widely studied, including eavesdropping, replay attacks, DoS attacks, and tag

tracking, as described in chapter 4. In this section we introduce another practical

threat, namely server impersonation attacks.

In the prior art, the main purpose of authentication of the server to the tag is to com-

bat server impersonation. However, in this chapter the term server impersonation

attack is used in a very specific sense, namely to refer to desynchronisation attacks

involving impersonation of a server to a tag that are made possible by compromise

of a tag’s internal state.

6.1.1 RFID Protocols

Many protocols have been proposed for use in RFID systems (see, for example, chap-

ter 5). We focus here on RFID authentication protocols requiring synchronisation

between a tag and a server, which operate under the following assumptions as well

as the assumptions identified in section 3.3.1.

• An RFID protocol consists of three flows; typically, the first flow is a query

from a server to a tag, the second is the reply from the tag to the server for

tag authentication, and the third is the response from the server to the tag for

server authentication.

• A server and a tag share secrets used for mutual authentication. They update

the shared secrets synchronously whenever they perform a successful authenti-

cation session; a server updates its stored tag secrets after receiving the second

flow and having authenticated the tag, and the tag updates its stored secrets

after receiving the third flow and having authenticated the server.

6.1.2 Attack Models

Security threats to RFID protocols can be classified into weak and strong attacks,

as described in chapter 4. Weak attacks just rely on observing and manipulating
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communications between a server and tags. Strong attacks become possible for an

attacker which has compromised a target tag. Backward traceability and forward

traceability are both examples of strong attacks. Forward traceability is related to

tag ownership transfer [41]. This is because, if an RFID scheme does not provide

forward untraceability and the ownership of a tag is transferred, then the previous

owners might be able to read communications between the new owner and the tag

[41].

In addition to these traceability threats, an SA that has compromised a tag could

impersonate a valid server using knowledge of the tag’s internal state. Such an

adversary might be able to ask the tag to update its internal state, with the effect

that the tag can no longer communicate successfully with the real server. Such a

server impersonation attack is a significant issue for secure tag ownership transfer,

as well as in relation to backward and forward traceability. For example, suppose

that an RFID protocol does not resist forward traceability and server impersonation.

Suppose further that, using this protocol, a previous tag owner has passed ownership

of a tag to a new owner, but knows the tag secrets at the time of transfer. The

previous owner might be able to use this knowledge to impersonate the new owner’s

server to the tag, and change the tag secrets after ownership transfer. As a result,

the new owner might no longer be able to read the tag successfully, and only the

previous owner would be able to identify the tag. This attack does not appear to

have been discussed previously, despite its potential importance. We discuss such

server impersonation attacks in greater detail below.

6.1.3 Server Impersonation Attacks

Server impersonation means that an adversary is able to impersonate a valid server

to a tag. One reason that this is a genuine threat is because desynchronisation can

occur if a tag updates its stored data when the server does not. More specifically,

in protocols satisfying the assumptions given in section 6.1.1, an attacker that has

read a tag’s stored secrets could impersonate an authorised server to the tag. If

the attacker executes an authentication session with the tag, impersonating a valid

server, then it could make the tag update its stored secrets, although the genuine

server will not update its stored data. The tag and the real server would then be

desynchronised, and incapable of successful communications.
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Whether or not the compromise of tag stored secrets enables such a server imper-

sonation attack is the main focus of the next section.

6.2 Server Impersonation Attacks on RFID Protocols

Our focus here is on desynchronisation attacks arising from server impersonation

attacks, as discussed in section 6.1.3. We now review four recently proposed RFID

schemes as typical examples of protocols fitting the model given in section 6.1.1; in

each case we consider whether or not the compromise of a tag’s secret data enables

a server impersonation attack.

6.2.1 The Henrici-Müller Protocol

We first examine the HM protocol, described in section 5.4.

Server impersonation attack

It is straightforward for a strong attacker to carry out a server impersonation based

desynchronisation attack on the HM protocol. If an attacker knows the secrets stored

in a tag, i.e. IDi , TIDi and LST i, then the attacker can impersonate the server and

complete a successful authentication session with the tag. The attacker can send a

query to the target tag, receive M1, M2 and δ from the tag in reply, and then send

a valid response, r and M3, to the tag. The tag will then verify M3, and update

its stored value of IDi to IDi ◦ r, but the genuine server will not update its value

of IDi . As a result, the server and the tag will become desynchronised. Figure 6.1

summarises this server impersonation attack.

6.2.2 The Dimitriou Protocol

We next examine the D scheme, described in section 5.8.
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Adversary Tag Ti
IDi ,TIDi ,LST i IDi ,TIDi ,LST i

Query
−−− → TID i ← TIDi + 1
M1,M2,δ
← −−−

r,M3

−−− → ID i ← IDi ◦ r
LST i ← TIDi

(After the attack) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Server Tag Ti
HID i, IDi ,TIDi ,LST i,AE i ID i,TID i,LST i

Figure 6.1: Server impersonation attack on the HM protocol

Server impersonation attack

The D scheme is subject to a server impersonation attack analogous to that described

on the HM protocol. If an adversary knows IDi , then it can impersonate the server

to conduct an authentication session with Ti. The adversary will receive r2, M1

and M2 as a response from Ti, when it sends a query r1 to the tag. Using the

compromised tag information, the adversary can then respond with a valid M3. As

a result of receiving M3, the tag will update its copy of the identifer IDi to g(IDi);

however, the genuine server will not update its stored data. The server and the tag

will then become desynchronised. Figure 6.2 summarises this server impersonation

attack.

Adversary Tag Ti
ID i ID i

r1
−−− →
r2,M1,M2

← −−−
M3

−−− → ID i ← g(ID i)
(After the attack) . . . . . . . . . . . . . . . . . . . .
Server Tag Ti
HID i, ID i ID i

Figure 6.2: Server impersonation attack on the D protocol
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6.2.3 The Chien-Chen Protocol

In this section we consider the CC scheme, described in section 5.12.

Server impersonation attack

In the CC scheme, server impersonation attacks remain a practical threat to syn-

chronisation between the server and the tag.

An adversary that has read EPC i, ki and pi from a tag Ti can commence a session

with the tag by sending it a random number r1. When the tag responds with r2

and M1, the attacker is able to send the expected value of M2 back to the tag. As

a result, the tag will update both its session key ki and its access key pi. The tag

will then have stored keys that are different to those held by the server, as shown in

Figure 6.3.

Adversary Tag Ti
EPC i, ki, pi EPC i, ki, pi

r1
−−− →
r2,M1

← −−−
M2

−−− → ki ← f(ki)
pi ← f(pi)

(After the attack) . . . . . . . . . . . . . . . . . . . . . . . .
Server Tag Ti
EPC i, ki, pi, k̂i, p̂i EPC i, ki, pi

Figure 6.3: Server impersonation attack on the CC protocol

6.2.4 The Lim-Kwon Protocol

In this section we consider the LK scheme, described in section 5.10.

Server impersonation attack

In the LK scheme, the server possesses a value wi,S that is used to authenticate the

server to the tag, which the tag does not possess. This means that an adversary
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that has compromised a tag is not able to impersonate a server to the tag using an

approach analogous to those described above for the other three protocols. That is,

an adversary cannot masquerade as a valid server to a tag Ti, even if it knows both

the tag secret si and wi,T , because it does not know wi,S and hence is unable to

compute M3.

However, a server impersonation attack could still be feasible if an adversary per-

forms a more elaborate attack; if an adversary first performs a DoS attack or a tag

impersonation attack in a previous valid authentication session, and obtains wi,S

from the messages sent in this session (using the compromised tag secret si), it

could subsequently carry out a server impersonation attack in a session with the

tag, as long as no valid session has been performed since the tag compromise. Such

an attack will cause desynchronisation between the server and tag.

We describe two possible server impersonation based desynchronisation attacks on

the LK protocol of this general type. In both cases we assume that the adversary

has compromised the tag secrets si and wi,T before launching the attack.

• Server impersonation attack after a DoS attack

Suppose that an adversary is able to eavesdrop on communications in a normal

authentication session between the tag and a server, and also prevent the third

flow from reaching the tag. As a result, the server will refresh the tag secret si

to s̆i = g(si ⊕ (wi,S ‖ r1 ‖ r2)), but the tag will update its stored tag secret si

to ṡi = g(si). The adversary can now compute the server authentication secret

wi,S from M3 using the compromised tag secret si, as shown in Figure 6.4(a),

and then calculate the session key ṡi that the tag currently stores. The ad-

versary can now start a new session with the tag, impersonating the server to

the tag. If this authentication session is successful, then the tag will refresh its

session key to s̃i = g(ṡi ⊕ (wi,S ‖ r′1 ‖ r′2)), but the server will not change its

stored values for the tag. As a result of combining a DoS attack and a server

impersonation attack, the server and the tag will become desynchronised.

• Server impersonation attack after a tag impersonation attack

An attacker that knows the secret values for a tag Ti, i.e. si and wi,T , can

easily impersonate the tag to a server as follows. When a server sends a query

r1 to the tag, the attacker impersonates the tag to reply with r2,M1 and M2.
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The server will then send M3 to the attacker, and will update its copy of the

tag secret from si to s̆i = g(si ⊕ (wi,S ‖ r1 ‖ r2)). The attacker is now able to

compute the server secret wi,S from M3. As a result, the attacker is capable of

impersonating the server to commence a separate session with the tag. If the

session between the attacker and the tag completes successfully, the tag will

refresh its session key to s̃i = g(si ⊕ (wi,S ‖ r′1 ‖ r′2)). However, the real server

will keep the value s̆i as the session key for the tag. Authentication between

the server and the tag will now be impossible. This attack is summarised in

Figure 6.4(b).

However, both the attacks we have just described are rather complex, and may be

difficult to conduct in practice.

6.3 Countermeasures and Future Work

Once an RFID tag’s stored secrets have been compromised, it is difficult to prevent

server impersonation based desynchronisation attacks, as we have shown in our

analysis of four existing RFID protocols in section 6.2.

We could attempt to design more robust RFID protocols that make such server

impersonation attacks more difficult to perform. If an RFID protocol uses a digital

signature scheme for authentication of a server to a tag, then a SA is unable to

impersonate the server to a tag just by compromising the tag. However, the use of

public key cryptography may be beyond the capabilities of many tags.

Another possible countermeasure involves a tag storing the most recent old secrets

as well as its current secrets, as proposed for the server DB. As a result, the

protocol would be more resistant to a desynchronisation threat caused by a server

impersonation attack; an adversary would have to carry out at least two sessions

to succeed in such a desynchronisation attack. However, such an approach might

increase tag cost.

A further possible alternative approach would be to require the server to possess a

secret that is used for server authentication to a tag and that is not known to the tag,

like the value wi,S in the LK protocol. In this latter protocol, the server possesses

tag-specific secrets wi,S , which the tag does not have. The tag can authenticate the

84



6.3 Countermeasures and Future Work

Server Adversary Compromised Tag: Ti

Session (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ si, {tki }m−1
k=0 , ui, vi, wi,S , wi,T ], [ si, wi,T ] [ si, wi,T , ci,m ]

[ ŝi, {t̂ki }m−1
k=0 , v̂i, ŵi,S , ŵi,T ]

r1
−−−−−−−−−−−− →

r2,M1,M2

← −−−−−−−−−−−−
M3

−−− → (Block)
Refresh
s̆i ← g(si ⊕ (wi,S ‖ r1 ‖ r2)) wi,S ←M3 ⊕ f(si, r2 ‖ r1) Update
v̆i ← vi − 1 ṡi ← g(si) ṡi ← g(si)
w̆i,T ← wi,S

w̆i,S ← hvi(ui)
Session (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ s̆i, {t̆ki }m−1
k=0 , ui, v̆i, w̆i,S , w̆i,T ], [ ṡi, wi,S , wi,T ] [ ṡi, wi,T , ci,m ]

[ si, {tki }m−1
k=0 , vi, wi,S , wi,T ]

r′1
−−− →
r′2,M

′
1,M

′
2

← −−−
M′

3

−−− → Refresh
s̃i ← g(ṡi ⊕ (wi,S ‖ r′1 ‖ r′2))
w̃i,T ← wi,S

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ s̆i, {t̆ki }m−1
k=0 , ui, v̆i, w̆i,S , w̆i,T ], [ s̃i, w̃i,T , ci,m ]

[ si, {tki }m−1
k=0 , vi, wi,S , wi,T ]

(a) Server impersonation attack after a DoS attack

Server Adversary Compromised Tag: Ti

Session (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ si, {tki }m−1
k=0 , ui, vi, wi,S , wi,T ], [ si, wi,T ] [ si, wi,T , ci,m ]

[ ŝi, {t̂ki }m−1
k=0 , v̂i, ŵi,S , ŵi,T ]

r1
−−− →
r2,M1,M2

← −−−
M3

−−− →
Refresh
s̆i ← g(si ⊕ (wi,S ‖ r1 ‖ r2)) wi,S ←M3 ⊕ f(si, r2 ‖ r1)
v̆i ← vi − 1
w̆i,T ← wi,S

w̆i,S ← hvi(ui)
Session (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ s̆i, {t̆ki }m−1
k=0 , ui, v̆i, w̆i,S , w̆i,T ], [ si, wi,S , wi,T ] [ si, wi,T , ci,m ]

[ si, {tki }m−1
k=0 , vi, wi,S , wi,T ]

r′1
−−− →
r′2,M

′
1,M

′
2

← −−−
M′

3

−−− → Refresh
s̃i ← g(si ⊕ (wi,S ‖ r′1 ‖ r′2))
w̃i,T ← wi,S

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[ s̆i, {t̆ki }m−1
k=0 , ui, v̆i, w̆i,S , w̆i,T ], [ s̃i, w̃i,T , ci,m ]

[ si, {tki }m−1
k=0 , vi, wi,S , wi,T ]

(b) Server impersonation attack after a tag impersonation attack

Figure 6.4: Server impersonation attacks on the LK protocol
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server by checking that the value of wi,S sent by the server is valid, because the

value wi,T held by the tag is a hash of wi,S . Thus, such a scheme can resist server

impersonation attacks resulting from tag compromise. As described in section 6.2.4,

a server impersonation based desynchronisation attack on the LK scheme remains

possible, but the method is rather complex. This may be sufficient to make such

attacks impractical.

An important challenge for future work is to design a robust and practical RFID

protocol that is able to resist strong attacks such as server impersonation, whilst

minimising cost and maximising performance.

6.4 Summary

A server impersonation based desynchronisation attack is a feasible security threat

because RFID tag memory is typically not tamper-resistant. In this chapter we

have shown how, in cases where tag memory has been compromised, certain pre-

viously proposed RFID protocols can be desynchronised by a server impersonation

attack; such an attack is relatively straightforward to perform on the MH, D and CC

schemes, but more difficult for the LK scheme because of its use of an authentication

key known to the server but not the tag.

We have also proposed possible countermeasures designed to make an RFID pro-

tocol more resistant to such server impersonation attacks — one problem is that

implementing these measures might increase tag cost. That is, we have a trade-off

between security and cost. We conclude that server impersonation attacks should

be considered in any future security assessment of an RFID protocol.

86



Chapter 7

A Novel RFID Authentication
Protocol

Contents
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In this chapter we propose an RFID authentication protocol designed to address the

identified privacy and security requirements, whilst also preserving desirable per-

formance characteristics. The principles on which the novel protocol are based are

described in section 7.1, and the protocol itself is presented in section 7.2. Section 7.3

analyses the protocol and compares it to the prior art. The final section summarises

the results.

7.1 Design Principles

The goals of the new protocol are to meet the privacy and security requirements

given in chapter 4, and also to maximise performance efficiency.
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The protocol involves three messages, and uses a challenge-response approach. It

uses random numbers to give anonymity for each tag response, as in the CC and

LK protocols (see chapter 5). The server database stores both the most recent

and the current data for each tag to protect against desynchronisation between the

server and tags, like the HM, CC and LK protocols. If the authentication procedure

is successful, then the server and tag refresh their shared secrets probabilistically

using exchanged random numbers, thereby providing untraceability, as in the LK

protocol.

One of the main features of the protocol is that a random number generated by a

tag serves as a temporary secret for the tag. Another feature is that a tag only

needs to store an identifier, where this identifier is the cryptographic hash of a bit-

string assigned to the tag. The server database stores tag bit-strings as well as tag

identifiers. The bit-string is used for server validation.

We use the following notation in the protocol description.

h A hash function, h : {0, 1}∗ → {0, 1}l

f A keyed hash function, f : {0, 1}∗ × {0, 1}l → {0, 1}l (a MAC algorithm)

l The bit-length of a tag identifier

si A string of l bits assigned to the ith tag Ti

ti Tag Ti’s identifier of l bits, which equals h(si)

r A random string of l bits

7.2 Protocol Description

We now introduce the novel authentication protocol, which is summarised in Fig-

ure 7.1.

7.2.1 Initialisation

The following steps must be performed prior to using the protocol.

• A server assigns a string si of l bits to each tag Ti, computes ti = h(si),

and stores ti in the tag. The string length l should be large enough so that an
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exhaustive search to find the l-bit values ti and si is computationally infeasible

(e.g. l = 64, 96 or 128).

• The server stores the entries (si, ti, ŝi, t̂i) for every tag that it manages. ŝi and

t̂i are the previously assigned values for si and ti, respectively. Initially (ŝi, t̂i)

is set to null.

7.2.2 Authentication Process

The protocol involves the following sequence of steps.

1. A server generates a random l-bit string r1 and sends it to Ti.

2. The tag Ti generates a random l-bit string r2 as a temporary secret for the

session, and computes M1 = ti ⊕ r2 and M2 = fti(r1‖r2). Ti then sends r1,

M1 and M2 to the server.

3. When the server receives the values M1 and M2 from the tag, it performs the

following steps.

(a) The server searches its database as follows.

i. It chooses the next value ti from amongst the values ti or t̂i stored

in the database.

ii. It computes M ′2 = fti(r1‖(M1 ⊕ ti)).

iii. If M ′2 = M2, then it has identified and authenticated Ti. It then goes

to step (c). Otherwise, it returns to step i.

(b) If no match is found, the server stops the session.

(c) The server computes r2 = M1 ⊕ ti and M3 = s⊕ fti(r2‖r1) and sends r1

and M3 to the tag.

(d) The server updates ŝi and t̂i for the tag Ti to the current value of si and

ti respectively, and then updates si and ti so that si ← (si � l/4)⊕(ti �
l/4)⊕ r1 ⊕ r2 and ti ← h(si).

4. When Ti receives the value M3, it computes si = M3 ⊕ fti(r2‖r1) and checks

that h(si) = ti. If the check succeeds, the tag has authenticated the server,

and sets ti ← h((si � l/4) ⊕ (ti � l/4) ⊕ r1 ⊕ r2). If the check fails, the tag

keeps the current value of ti unchanged.
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S Ti
[Ti : si, ti, ŝi, t̂i] [ti]
Generate r1

r1
−−− →

Generate r2
M1 = ti ⊕ r2
M2 = fti(r1‖r2)

r1,M1,M2

← −−−
Find ti in the DB
s.t. M2 = fti(r1‖(M1 ⊕ ti))

r2 = M1 ⊕ ti
M3 = s⊕ fti(r2‖r1)

r1,M3

−−− →
ŝi ← s si = M3 ⊕ fti(r2‖r1)
t̂i ← ti If h(si) = ti,
si ← (si � l/4)⊕ (ti � l/4)⊕ r1 ⊕ r2 ti ← h((si � l/4)⊕ (ti � l/4)⊕ r1 ⊕ r2)
ti ← h(si)

Figure 7.1: The authentication protocol

7.2.3 Evolution of the Protocol

The protocol proposed above is a revised version of a protocol (referred to as the SM

protocol) we originally proposed in [65]. In [9, 75], attacks are described on the SM

protocol; tag impersonation, server impersonation and desynchronisation by DoS

attacks are all possible, which arise because the XOR operation is used to construct

each of messages M1, M2 and M3.

Cai et al. [9] presented a revised scheme designed to resist such attacks, in which the

construction of M2 uses concatenation instead of XOR, and M3 uses a hash function

h(r2) instead of (r2 � l/2).

The protocol presented in section 7.2 is a further revision of the original SM protocol.

The scheme incorporates the following changes from the original version.

• The construction of M2 has changed from fti(r1 ⊕ r2) to fti(r1‖r2). This is

the same as in the updated scheme introduced by Cai et al. [9].

• The construction of M3 has changed from si ⊕ (r2 � l/2) to si ⊕ fti(r2‖r1).
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7.3 Analysis of the Protocol

We analyse the protocol described in section 7.2 against the requirements identified

in chapter 4.

7.3.1 Privacy and Security

The protocol has the following privacy and security properties.

• Tag Information Privacy: the detailed information of tag Ti is stored in the

database of the server, which is assumed to be secure. Thus, only a legitimate

server that has information related to the tag can extract a tag identifier ti from

the pair (M1, M2) sent by Ti, and can then access the information associated

with the tag.

• Tag Location Privacy: the responses of the tag Ti are anonymous, since the

tag only ever sends pairs (M1, M2), which cannot be linked to any particular

tag. In other words, the eavesdropper can neither link tag responses to pre-

vious responses from the same tag, nor distinguish one tag’s responses from

another’s. It is thus difficult to track the location of a tag.

• Tag Impersonation attack: for a WA to impersonate Ti, it must be able to

compute a valid response (M1, M2) to a reader query. However, it is hard to

compute such a valid pair without knowledge of ti. Of course, an SA is able

to clone a tag.

• Replay attack: the scheme is a challenge-response authentication protocol

using random numbers to resist replay attacks. The messages M1,M2 and M3

are functions of freshly generated nonces r1 and r2, and thus these messages

cannot be reused in other sessions.

• DoS attack: if the message M3 is blocked and does not reach the tag, the

shared secrets of the server and Ti might become desynchronised, since the

server will refresh si and ti but the tag Ti will keep the current value of ti.

However, the server maintains both the old and new values of si and ti for

each tag Ti in its database, so that the server can resynchronise with the tag

in such a situation.
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• Backward Traceability: an SA cannot identify the past interactions of Ti,

even if it knows Ti’s present internal state. That is, an attacker is unable

to discover the previous identifiers of Ti because they are the cryptographic

hashes of values not available to the tag.

• Forward Traceability: the scheme provides forward untraceability if a strong

attacker misses M3 just once in a single successful authentication session after

compromising Ti’s secret. That is, if the attacker cannot prevent Ti from

receiving the last message M3, or does not have access to all the values r1, r2

and si that are needed to refresh ti, then it cannot compute the new identifier

and track future transactions.

• Server Impersonation attack: a legitimate server responds with a message

M3 to a tag in order to enable the tag to authenticate the server. An SA cannot

create a valid M3 without knowing si, and thus is unable to impersonate a

legitimate server to Ti just by compromising ti. However, if an attacker has

access to all the exchanged messages and knows the value of ti used in a

single authentication session, it can compute the refreshed si for the following

session. Hence, our protocol only resists such an attack on the assumption

that an adversary does not have access to at least one of the values r1, M1

and M3 in an authentication session that is performed between an authorised

server and a tag, for which the adversary knows the tag’s secret ti.

Table 7.1 compares the protocol with six of the schemes introduced in chapter 5

with respect to the privacy and security properties discussed in chapter 4. The six

schemes have been selected for comparison since they and the protocol proposed

here all involve three flows and use a challenge-response approach.

It is clear from Table 7.1 that the proposed protocol satisfies a greater number of

the privacy and security properties than any of the previously proposed schemes.

7.3.2 Performance

The DPLK, CC and LK schemes and the novel protocol all update the secrets shared

between a server and a tag in every successful session in the same order; moreover, in

each of these schemes the server database stores both the most recent and the current
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Table 7.1: Privacy and security properties

Property HM MW D DPLK CC LK Sec. 7.2

Information leakage
√ √ √ √ √ √ √

Location tracking ·
√

·
√

· ·
√

Tag impersonation ·
√ √

· ·
√ √

Replay attack ·
√ √

·
√ √ √

DoS attack
√ √

· · ·
√ √

Backward traceability · ·
√

· ·
√ √

Forward traceability · · · · · ∗ ∗
Server impersonation · · · · · ∗ ∗

√
: resists such an attack

∗ : partially resist such an attack, under certain assumptions

· : does not protect against such an attack

data for each tag. These schemes also all use pseudo-random number generators and

checksum algorithms to protect the integrity of messages.

We compare the storage and computation requirements of both a server and a tag for

these four protocols. Table 7.2 gives the storage needed in the server database and

the memory required in a tag for each of these protocols. In the case of the database,

we restrict our attention to the storage required to support tag authentication.

Table 7.2 indicates that the protocol given in section 7.2 requires the least tag-side

memory of the four protocols assessed.

In order to compare the computational requirements of the four protocols, we take

into account the checksum algorithms and secret updating functions that require the

most computation in each protocol. The DPLK and CC protocols for the EPCglobal

Class-1 Gen-2 RFID tag make use of a CRC as a checksum algorithm, which is

efficient but less cryptographically strong, whereas the LK scheme uses pseudo-

random functions (PRFs), and the protocol given in section 7.2 uses hash functions

for checksum computation and secret updates, which provide enhanced security.

Table 7.3 compares the number of times each such function is computed in these

protocols, under the assumption that they utilise the same algorithm.

From Table 7.3 it follows that the protocol given in section 7.2 requires the same

number of complex function invocations for the tag as the other three protocols.

To sum up, the novel protocol has tag storage advantages over the DPLK, CC and
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LK schemes, whilst also providing the identified privacy and security properties.

Table 7.2: Storage requirements
Storage DPLK CC LK Sec. 7.2

Server (l + l1 + l2)n (l + 2l1 + 2l2)n 2(l + 3l3 +ml4)n 4ln

Tag l + l1 + l2 l + l1 + l2 l + l3 + 2l5 l

n : The number of tags
m : The maximum number of authentication failures in the LK protocol (e.g., m = 64 [41])
l : The bit-length of a tag identifier (e.g., l = 64, 96 or 128 [10, 41])
l1 : The bit-length of a PIN in the DPLK and CC protocols (e.g., l1 = 32 [10])
l2 : The bit-length of a session key in the DPLK and CC protocols (e.g., l2 = 16 [10])
l3 : The bit-length of a server validator in the LK protocol (e.g., l3 = 32 [41])
l4 : The bit-length of a tag secret transmitted in the LK protocol (e.g., l4 = 32 [41])
l5 : The bit-length of the number m and a tag counter in the LK protocol (e.g., l5 = 7 [41])

Table 7.3: Computation requirements
Computation DPLK CC LK Sec. 7.2

On receiving the 2nd flow (k + 1)F kF (k1 + 1)F kF
Server On sending the 3rd flow 1F 1F 1F 1F

On updating or refreshing 1F 2F (k1 + k2 +m)F 1F
Total (k + 3)F (k + 3)F (2k1 + k2 +m+ 2)F (k + 2)F

On sending the 2nd flow 2F 1F 1F 1F
Tag On receiving the 3rd flow 1F 1F 2F 2F

On updating or refreshing 1F 2F 1F 1F
Total 4F 4F 4F 4F

F : A computationally complex function (such as a CRC, PRF or hash function)
m : The maximum number of authentication failures in the LK protocol (e.g., m = 64 [41])
v : The length of the backward key chain in the LK protocol (e.g., v = 220 [41])
k : An integer satisfying 1 ≤ k ≤ 2n
k1 : An integer satisfying 0 ≤ k1 ≤ m− 1
k2 : An integer satisfying 0 ≤ k2 ≤ v − 2

7.4 Summary

We have presented a new RFID authentication protocol designed to meet the re-

quirements identified in chapter 4. This scheme is a revised version of a previously

proposed protocol [65], which has been successfully attacked [9, 75].

The novel protocol has been compared with existing schemes with respect to both

its privacy and security properties and its storage and computational requirements.

The comparisons have shown that the protocol described here is both more secure
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than previously proposed schemes and has practical advantages over them, because it

provides the greatest number of identified privacy and security features and requires

the least tag-side storage.
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In this chapter we examine the requirements for secure tag ownership transfer, and

propose RFID authentication protocols satisfying these requirements. Section 8.1

describes the specific requirements for tag ownership transfer. Section 8.2 proposes

new protocols for secure tag ownership transfer, designed to provide the identified

properties. In the following section, the privacy and security properties of the proto-

cols are analysed, together with their performance characteristics; the protocols for

tag ownership transfer are also compared with the prior art. Section 8.4 concludes

this chapter.
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8.1 Tag Ownership Transfer

One functional requirement for RFID systems is secure tag ownership transfer, as

described in chapter 4. In some applications, an RFID tag may change its owner a

number of times during its lifetime. Ownership transfer means that the server of the

new owner takes over tag authorisation, and so needs to be given the necessary pri-

vate information to securely interact with and identify the tag. Thus all information

associated with the tag will need to be passed from the old to the new owner.

However, at the moment of tag ownership transfer, both the old and new owners

have the information necessary to authenticate a tag, and this fact may cause an

infringement of tag owner privacy. More specifically, if the previous owner is ma-

licious, it may still be able to read the tag using retained tag information after

transfer, and/or trace the new owner’s transactions with the tag. That is, the pri-

vacy of the new owner might be compromised by the previous owner. Conversely,

if the new owner is malicious, then it might be able to trace the previous owner’s

past transactions with the tag. That is, the privacy of the previous owner might be

compromised by the new owner.

The following requirements for secure tag ownership transfer have been identified [20,

41, 50]:

• New Owner Privacy: Once ownership of a tag has been transferred to a

new owner, only the new owner should be able to identify and control the tag.

The previous owner of the tag should no longer be able to identify or trace the

tag.

• Old Owner Privacy: When ownership of a tag has been transferred to a new

owner, the new owner of a tag should not be able to trace past interactions

between the tag and its previous owner.

• Authorisation Recovery: In some special cases, the previous owner of a tag

might need to temporarily recover the means to interact with it. For example,

suppose that a customer has bought an RFID tagged item with guarantee

provided by the retailer. If the customer finds a fault in the item, it will need

to be returned to the retailer for repair or replacement. In such a case the

retailer should be able to identify the item and check that it originally sold
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this item with an after-sales guarantee [20]. That is, the current owner of

the tag should be able to transfer its authorisation rights over the tag to the

previous owner.

The possible need for authorisation recovery in an RFID system was first raised

in [20, 21]. However, it seems that no concrete protocol to address this possible

requirement has been proposed. In the next section, we introduce RFID protocols

for tag ownership transfer which support this requirement.

8.2 RFID Protocols for Tag Ownership Transfer

We propose RFID authentication protocols fulfilling the requirements described in

section 8.1. We first introduce a secret update protocol that operates in conjunction

with the protocol introduced in chapter 7 (referred to here as P1). We next present

a novel authentication protocol designed to provide authorisation recovery.

The protocols are revised versions of protocols we previously proposed in [63]. The

revisions have been made because the original protocols are based on the SM pro-

tocol, which has been shown to possess vulnerabilities (see also chapter 7).

The protocols introduced in this chapter work under the assumptions identified in

sections 3.3.1 and 3.3.2. The protocols use one hash function h : {0, 1}∗ → {0, 1}l

and two keyed hash functions f : {0, 1}∗×{0, 1}l → {0, 1}l and g : {0, 1}∗×{0, 1}l →
{0, 1}2l.

8.2.1 Tag Ownership Transfer and Secret Update

The owner of a tag can identify and authenticate it, and update its secrets, using P1.

When tag ownership is to be transferred, the following process is performed. The

current owner transfers all the information related to the tag, except for the most

recent secrets (ŝ, t̂), to the new owner via a secure channel. This information transfer

should take place after the current owner has updated the secrets shared between

its server and the tag, in order to protect its privacy against possible tracking by

the new owner.

98



8.2 RFID Protocols for Tag Ownership Transfer

Once an entity has received all the tag information, it has ownership of the tag.

However, in order to provide new owner privacy, as discussed in section 8.1, the

server of the new owner needs to execute another protocol to establish new secrets

with the tag.

A new owner can perform P1 to update the tag secrets. However, we propose

using a novel secret update protocol (referred to as P2) to improve performance. In

this protocol the cryptographic function computations performed by a tag, and the

messages exchanged between a server and a tag, are less than in P1.

Prior to running P2, we assume that the server S of the new owner of tag T has

the pair of current secrets (s, t) for T , obtained as a result of the tag information

transfer; we also suppose that T has identifier t. The secret update protocol P2

involves the following steps.

1. S generates a new secret s′ of l bits for T , and computes t′ = h(s′). S generates

a random string rS , computes MS = gt(rS) ⊕ (s‖t′), and then sends rS and

MS to T .

2. When T receives rS and MS from S, it performs the following steps:

(a) T computes (s‖t′) = MS ⊕ gt(rS).

(b) If h(s) = t, T has authenticated S as an authorised server. Otherwise,

the session terminates.

(c) T updates its secret t to t′, and generates a random string rT of l bits.

(d) T computes MT = ft(rS‖rT ) using the new secret t, and sends rT and

MT to S.

3. S checks that MT is equal to ft′(rS‖rT ). If the validation succeeds, S now

knows that T has received the new secret t′, and updates secrets s and t for T

to s′ and t′, respectively. Otherwise, S goes to step 1, and starts a new session.

If P2 completes successfully (and the old owner does not eavesdrop on the messages),

then S and T will share new secrets known only to them, and the old owner is no

longer able to identify or trace T . Both the old and new owners can also keep the

pair of the tag secrets provided by the old owner, denoted by (ṡ, ṫ), for use in the

event that the old owner needs to identify T again. P2 is summarised in Figure 8.1.
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S T
[T : s, t] [t]
Generate s′

t′ = h(s′)
Generate rS
MS = gt(rS)⊕ (s‖t′)

rS ,MS

−−− → (s‖t′) = MS ⊕ gt(rS)
If h(s) = t,
t← t′

Generate rT
MT = ft(rS‖rT )

If MT = ft′(rS‖rT ),
rT ,MT

← −−−
ṡ← s, ṫ← t
s← s′, t← t′

Figure 8.1: Secret update protocol

8.2.2 Authorisation Recovery

As discussed above, the previous owner of a tag may need to temporarily interact

with the tag again. The following authentication protocol (referred to as P3) enables

this to occur.

P3 enables server S to make T change its secret back to the value it had when S

took ownership of T from the old owner. Prior to running P3, we assume that S

stores the following information for tag T : the current secrets (s, t), the most recent

secrets (ŝ, t̂), and the old secrets also known to the old owner (ṡ, ṫ); we also suppose

that tag T has identifier t.

P3 is the same as P2 except that t′ is set equal to ṫ without the step generating new

secrets s′ and t′. After successful execution of P3, T stores ṫ as its identifier. As a

result, the old owner can identify T again.

The current owner can recover authorisation rights over T from the old owner by

executing P2.
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8.3 Analysis of the Protocols

We evaluate the protocols proposed in section 8.2, namely P2 and P3, with respect

to privacy, security, performance and tag ownership transfer, using the requirements

presented in sections 4.1, 4.2 and 8.1.

8.3.1 Privacy and Security

P2 and P3 are mutual authentication protocols. In these schemes, when tag T re-

ceives rS and MS from server S, T authenticates S by obtaining s from the messages

and checking that h(s) = t. This works because s is a secret specific to T known

only by S. S authenticates T by checking that the received MT is correct, since it

is computed using a shared secret t which is known only to T and S. S can also

confirm that T has the same new secret t′ as S.

The schemes protect against tag information leakage because T ’s responses are a

function of its secret t, and thus only the server that knows the secret is able to

identify T and access the tag information. The schemes protect against tag location

tracking because T ’s responses are anonymous, since they are a hash of random

strings rS and rT , and are independent of one another.

The messages exchanged between the server and tag are computed using random

strings rS and rT , secrets t and s, and keyed hash functions f and g. Thus, the

protocols can resist replay attacks and man-in-the-middle attacks. To impersonate

a tag, an attacker must be able to compute a valid response MT . However, it is

difficult to compute such a message without knowledge of the secret t, because an

attacker cannot learn the updated key t′ from the value MS sent by S, and thus

cannot compute MT since it is a function of t′.

Denial-of-service attacks are not practical in P2 and P3. S knows the identity of

a tag when it starts a session with the tag, and the purpose of these schemes is to

update the tag secrets. Thus, if S does not receive a tag reply to its query, it can

immediately detect the error and fix it. Suppose that message MT does not reach S

in P2 (or P3). Then T will update its identifier, but S will not. However, S knows

the updated value of t, and can recover synchronisation with T using it.
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Suppose that a tag T is compromised after P2 has been performed. The protocols do

not enable backward traceability, because, in P2, T ’s new secret t′ does not have any

relationship to previous keys, and then, in P1, it is updated using a non-invertible

hash function h. The schemes also resist forward traceability if an adversary does not

obtain the values r1, M1 or M3 exchanged between the server and tag in P1, because

t is updated using r1, r2 and s after every successful session (see also chapter 7).

Even if an adversary has compromised T , it cannot impersonate a legitimate server

in P2 or P3 without additional information. This is because the server’s message

MS is a function of the secret s known only to the server, and the adversary cannot

obtain this value, even if it compromises T . To succeed in such an attack, the

adversary must first perform other attacks to obtain s.

In Table 8.1, the privacy and security properties of P2 and P3 are compared to five

schemes introduced in chapter 5. The five schemes have been selected for comparison

since they and the protocol proposed here all involve tag authentication and secret

update processes for tag ownership transfer. The table shows that the proposed

schemes address the identified privacy and security threats.

Table 8.1: Privacy and security properties
LK OTYT FA1 FA2 P1 P2/P3

Tag information leakage
√ √ √ √ √ √

Tag location tracking · ·
√ √ √ √

Tag impersonation
√ √

· ·
√ √

Replay attack
√

· · ·
√ √

Man-in-the-middle attack
√

·
√ √ √ √

Denial-of-service attack
√

·
√ √ √ √

Backward traceability
√

· · ·
√ √

Forward traceability ∗ · · · ∗ ∗
Server impersonation ∗ · · · ∗ ∗

√
: resists such an attack

∗ : partially resists such an attack, under certain assumptions

· : does not protect against such an attack

8.3.2 Performance

P2 and P3 are efficient in terms of non-volatile memory and communication require-

ments, because a tag only needs l bits of non-volatile memory to store its secret t, and

only two messages need to be exchanged to provide mutual authentication between
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the server and tag.

P2 and P3 have modest computational requirements. The only cryptographic com-

putations (which are significantly more computationally complex computations than

arithmetic and logical operations) required by P2 or P3 are at most three hash func-

tion computations in the tag and the server. In P2, both T and S need to compute

each of h, f and g once. In P3, T needs to compute each of h, f and g once, and S

needs to compute f and g once.

Therefore, in order to update a tag’s secrets after transfer of ownership, performing

P2 is more economical than performing P1 again.

Table 8.2 compares the performance characteristics of P2 and P3 with the secret

update process for the four schemes analysed in Table 8.1. The table indicates

the type and number of cryptographic function computations required of a tag, the

type and number of entries stored in tag non-volatile memory, and the number of

exchanged messages in each protocol.

Table 8.2: Performance of secret update protocol
LK OTYT FA1 FA2 P1 P2/P3

Tag computations 4PRF 1HF 5HF 2SE 4HF 3HF

Tag storage s, wT , c,m e, k k, k′, c, cmax k, k′, c, cmax t t

Message flows 3 3 3 3 3 2

8.3.3 Tag Ownership Transfer

The protocols proposed in section 8.2 meet the three requirements for tag ownership

transfer identified in section 8.1.

First, P2 is designed to protect the privacy of the new owner from the old owner

of a tag T . That is, future interactions between the new owner and T are secure

against tracing by the old owner. When ownership of T is transferred to the new

owner, the new owner and T establish new secrets using P2. As a result, the old

owner is no longer able to read T .

Next, the protocols also protect the privacy of the old owner from the new owner of

T . The old owner should update secrets s and t for T using P2, before transferring

the updated secrets to the new owner. As a result, the new owner cannot trace
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previous transactions between the old owner and the tag since it only knows the

updated secrets.

Finally, P3 provides authorisation recovery, the third requirement described in sec-

tion 8.1. P3 causes T to change its secret t to ṫ, which the new owner received

from the old owner when ownership of T was transferred. As a result, the old owner

recovers authorisation rights for T , and thus can read T again and look up the tag

information.

We compare the novel protocols to seven of the the previously proposed schemes

introduced in chapter 5, in each of which tag ownership transfer is addressed. Ta-

ble 8.3 provides a comparison of the novel protocols with these schemes with respect

to the security of tag ownership transfer. The new protocols provide all the identified

properties.

Table 8.3: Properties for tag ownership transfer
MSW SIS1 SIS2 LK OTYT FA1 FA2 Sec. 8.2

New owner privacy × ◦ ◦ ◦ ◦ × ◦ ◦
Old owner privacy × × × × ◦ × ◦ ◦
Authorisation recovery × × × × × × × ◦

◦ : provides such a property

× : does not provide such a property

8.4 Summary

In some RFID applications it is necessary to support transfer of tag ownership. We

have identified three requirements for secure and privacy-preserving tag ownership

transfer: new owner privacy, old owner privacy, and authorisation recovery. We

have proposed novel RFID authentication protocols for tag ownership transfer that

meet these requirements. The scheme consists of three protocols: an authentication

protocol (P1), a secret update protocol (P2), and an authorisation recovery protocol

(P3). We believe that P3 is the first proposed practical authentication scheme for

authorisation recovery.

We have also analysed and compared P2 and P3 to the prior art. The schemes

satisfy the identified privacy and security requirements. P2 and P3 have desirable

performance characteristics; a tag needs less non-volatile memory than in previously
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proposed schemes, performs just three hash function computations, and the number

of messages exchanged between the tag and the server is only two, with mutual

authentication. P1, P2 and P3 also provide all the identified requirements for tag

ownership transfer.
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This chapter considers the issue of scalability in anonymous RFID authentication

protocols. We propose a novel RFID authentication protocol with desirable scalability

properties, and that meets the identified desirable privacy, security and performance

properties. We first, in section 9.1, introduce scalability issues in pseudonym pro-

tocols. In sections 9.2 and 9.3 we then present a novel scalable protocol, and in

section 9.4 we analyse it against the identified requirements. Finally, in section 9.5,

we summarise the contributions of this chapter.
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9.1 Scalability Issues

One approach to protecting against privacy and security threats in RFID systems

is to use a tag authentication scheme in which a tag is both identified and verified

in a manner that does not reveal the tag identity to an eavesdropper. A large

number of tag authentication protocols of this type have been proposed. Typically,

pseudonyms are used to provide anonymity to tags; whenever a tag is queried, it

responds with a different cryptographically derived pseudonym. In some of these

pseudonym-based protocols, see for example the OSK, DPLK, OTYT, CC, PHER,

FA1 and FA2 protocols, a server must perform a linear search of its database to

identify a tag. That is, for each tag entry in the database in turn, it computes the

pseudonym that would be produced by that tag (using stored secrets) and compares

it with the received pseudonym. Such a linear search runs in O(n) time, where n

is the number of elements in the database (see section 4.2). Such a costly search

function will potentially cause scalability issues as the tag population increases.

As discussed in section 4.2, scalability is a desirable property in almost any system,

enabling it to handle growing amounts of work in a graceful manner [6]. A scal-

able RFID system should be able to handle large numbers of tags without undue

strain, and a scalable RFID protocol should therefore avoid any requirement for

work proportional to the number of tags.

Some RFID pseudonym schemes, see for example the HM, D, LK, T1, T2, T3, and

BMM protocols, require only O(1) work to identify a tag (see section 4.2). Most

such schemes use look-up tables to match a value with a pseudonym received from

a tag, thereby taking constant time without the need for a linear search. However,

all previously proposed schemes of this type possess significant security, privacy or

performance shortcomings, as discussed in chapter 5.

An alternative means of improving the scalability of an RFID system is delegation

(see section 4.3). Tag delegation involves giving authorised entities the right to query

and identify certain tags during a specified period. This clearly has the potential to

reduce the server’s workload. The MSW, LK, FA1 and FA2 schemes are examples

of protocols supporting delegation.

In this chapter, we propose an RFID pseudonym protocol providing scalability that
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possesses two features, namely that a server takes only constant time to identify a

tag, and that tag delegation is straightforward.

9.2 A Novel RFID Authentication Protocol

We introduce here a new RFID authentication protocol. This protocol provides

scalability as well as satisfying the privacy, security and performance properties given

in chapter 4. The RFID protocols considered here operate under the assumptions

identified in sections 3.3.1 and 3.3.2.

9.2.1 Main Features

The protocol has the following main features:

• To improve scalability, the protocol makes use of a precomputed look-up table

for tag authentication, as in the HM, D, LK, T1, T2, T3, and BMM schemes.

As a result, the server takes O(1) work to identify and authenticate a tag,

without needing a linear search (see section 4.2).

• The look-up table contains a number of entries for each tag, one for each

element of a tag-specific hash-chain. Elements from this hash-chain are used

as tag identifiers (and as database keys to identify tags). A keyed hash function

is used to generate each hash-chain, using a secret key shared by the tag and

server. The hash-chain length, m, determines the number of tag identifiers

that can be produced using any one key.

• The operation of the protocol, described in greater detail below, can be divided

into three cases, as follows (see also Table 9.1):

1. Case 1: for each of the first m − 1 queries of a tag, the protocol pro-

cess only involves tag authentication and requires just two messages. To

authenticate a tag, the server searches a look-up table, taking constant

time.

2. Case 2: on the mth query of a tag, the protocol updates the secrets

shared by the server and tag, as well as providing tag authentication.
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This process requires an additional message. The server takes O(1) work

to authenticate a tag, as in case 1.

3. Case 3: if a tag is queried more than m times, which should not normally

happen, then the protocol requires the server to perform a linear search

with complexity O(n).

Table 9.1: Operation of the protocol

Query number 1, · · · , (m− 1) m (m+ 1), · · ·
Operation Case 1 Case 2 Case 3

State Regular state Irregular state

• In case 3 of the protocol, we apply the protocol defined in chapter 7 (referred

to here as P1).

• In normal operation (cases 1 and 2), a tag does not need to generate pseudo-

random numbers; however, in case 3, a pseudo-random number is needed to

prevent tag tracking.

• For server authentication (in cases 2 and 3), for each tag the server holds a

secret s that only it knows, as in the LK scheme and P1.

9.2.2 Initialisation

The server S chooses values for l and lr and functions e, f , g and h as follows.

• l is the bit-length of a tag identifier and a shared key. It should be large

enough to ensure that an l-bit key is a strong cryptographic key for the keyed

hash functions, and in particular that an exhaustive search to find an l-bit tag

identifier is computationally infeasible.

• lr (≤ l) is the bit-length of a random string. It should be large enough to

ensure that an exhaustive search to find an lr-bit value is computationally

infeasible.

• e : {0, 1}∗ × {0, 1}l → {0, 1}l, f : {0, 1}∗ × {0, 1}l → {0, 1}l and g : {0, 1}∗ ×
{0, 1}l → {0, 1}3l are keyed hash functions.
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• h is a hash function, h : {0, 1}∗ → {0, 1}l.

The server S builds a look-up table which is used for tag identification. The table

definition process involves the following steps for each tag T managed by S.

• S chooses a random l-bit string s, and computes the l-bit key k = h(s), where

s is used for server authentication and k is used as input to the keyed hash

functions e, f and g.

• S chooses a random l-bit string x0, and computes the hash-chain values xi =

ek(xi−1) for 1 ≤ i ≤ m, where the values xi are used as tag identifiers and m

is the length of the hash-chain.

• S stores s, k and the identifiers x0, x1, · · · , xm as the entries for T in its look-up

table.

Each tag T stores k, x and xm, where x is initially set to x0 and functions as T ’s

identifier.

9.2.3 Authentication and Secret Update

The novel protocol has three different stages in line with the cases described in sec-

tion 9.2.1: tag authentication, secret update (I) and secret update (II). The stages

are as follows (see also Figure 9.1).

Case 1: Tag Authentication

S generates a random lr-bit string r, and sends r to T .

1. When T receives r, it compares its stored values of x and xm. If x 6= xm, then

the following steps are performed.

(a) T computes MT = fk(r‖x) and updates its identifier x to ek(x). T sends

r, x and MT back to S. If the updated x is equal to xm, T waits for a

server response, keeping r and MT in short term memory.

(b) When S receives x and MT , it performs the following steps.
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i. S searches its look-up table for a value xi equal to the received value

of x. If such a value is found, S identifies T . Otherwise, the session

terminates.

ii. S checks that fk(r‖xi−1) equals the received value of MT , where k is

the key belonging to the identified tag T . If this verification succeeds,

then S authenticates T . Otherwise, the session terminates.

iii. If x 6= xm, then the authentication session terminates successfully.

Case 2: Secret Update (I)

iv. If x = xm, then S performs the following steps to update the secrets

for T .

A. S chooses a random l-bit string s′ and an integer m′, and com-

putes a key k′ = h(s′) and a sequence of m′ identifiers x′i =

ek′(x
′
i−1) for 1 ≤ i ≤ m′, where x′0 is set to x. (These values can

be precomputed.)

B. S computes MS = gk(r‖x‖MT ) ⊕ (s‖k′‖x′m′), and sends r and

MS to T .

C. S updates the set of stored values for T from (ŝ, k̂, s, k, x0,

x1, x2, · · · , xm) to (s, k, s′, k′, x, x′1, x
′
2, · · · , x′m′), where ŝ and k̂

are the most recent previous values of s and k, respectively.

(c) When T receives r and MS , it computes (s‖k′‖x′m′) = MS⊕gk(r‖x‖MT ).

If h(s) is equal to k, T authenticates S and updates k and xm to k′ and

x′m′ , respectively. (The secret update session then terminates success-

fully.) Otherwise, the session terminates.

Case 3: Secret Update (II)

2. When T receives r, if T ’s stored values of x and xm are equal, then the following

steps are performed. (This irregular case arises if T did not update its shared

secrets correctly in the previous session, that is, if the secret update (I) step

fails.)

(a) T generates a random number rT as a session secret, and computes M1 =

fk(r‖rT ) and M2 = rT ⊕ x. T sends r, M1 and M2 back to S with a

request for an update of the shared secrets. T waits for a server response,

keeping r, rT and M1 in short term memory.
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(b) When S receives M1 and M2, the following steps are performed.

i. S searches its look-up table for a value x = xm or x = x0 for which

M1 = fk(r‖(M2 ⊕ x)). If such a value is found, S authenticates T .

Otherwise, the session terminates.

ii. If x = xm, S performs the following steps. (This case arises when,

although T sent x = xm to S in the previous session, S did not

receive it correctly. Thus, neither S nor T have updated their shared

secrets.)

A. S chooses a random l-bit string s′ and an integer m′, and com-

putes a key k′ = h(s′) and a sequence of m′ identifiers x′i =

ek′(x
′
i−1) for 1 ≤ i ≤ m′, where x′0 is set to x. (These values can

be precomputed.)

B. S computes rT = M2 ⊕ x and MS = gk(r‖rT ‖M1)⊕ (s‖k′‖x′m′),
and sends r and MS to T .

C. S updates the set of stored values for T from (ŝ, k̂, s, k, x0,

x1, x2, · · · , xm) to (s, k, s′, k′, x, x′1, x
′
2, · · · , x′m′).

iii. If x = x0, S computes rT = M2 ⊕ x and MS = gk̂(r‖rT ‖M1) ⊕
(ŝ‖k‖xm) and sends r and MS to T . (This case arises if MS did not

reach T correctly in the previous session, and thus T did not update

its secrets, although S did. That is, this step resynchronises S and

T .)

(c) When T receives r and MS , it computes (s‖k′‖x′m′) = MS⊕gk(r‖rT ‖M1).

If h(s) is equal to k, T authenticates S and updates k and xm to k′ and

x′m′ , respectively. (The secret update session then terminates success-

fully.) Otherwise, the session terminates.

9.3 Tag Delegation and Ownership Transfer

Tag delegation enables a server to delegate the right to identify and authenticate a

tag to a specified entity for a limited time period [41, 45]. Such a procedure could

be used to reduce the computational load on a server.

In the protocol described in section 9.2, tag delegation is straightforward. When

S wants to delegate T to an entity, it transfers the secret k and the identifiers
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S T

[T : ŝ, k̂, s, k, (x0, · · · , xi, · · · , xm)] [k, x, xm]
Generate r

r
−−− →

If x 6= xm,
MT = fk(r‖x)
x← ek(x)

Case 1:
r,x,MT

← −−−
Find xi = x in the DB
Check MT = fk(r‖xi−1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Case 2:
If x = xm,
MS = gk(r‖x‖MT )⊕ (s‖k′‖x′m′)

r,MS

−−− →
Update secrets for T (s‖k′‖x′m′) = MS ⊕ gk(r‖x‖MT )

ŝ← s, k̂ ← k If h(s) = k,
s← s′, k ← k′ k ← k′

x0 ← x xm ← x′m′

xi (1 ≤ i ≤ m)← x′i (1 ≤ i ≤ m′)

If x = xm,
Generate rT
M1 = fk(r‖rT )
M2 = rT ⊕ x

Case 3:
r,M1,M2

← −−−
Search for x = xm(or x0)
for which M1 = fk(r‖(M2 ⊕ x))
rT = M2 ⊕ x
If x = xm,
MS = gk(r‖rT ‖M1)⊕ (s‖k′‖x′m′)

If x = x0,
MS = gk̂(r‖rT ‖M1)⊕ (ŝ‖k‖xm)

r,MS

−−− →
Update secrets for T (s‖k′‖x′m′) = MS ⊕ gk(r‖rT ‖M1)
s← s′ If h(s) = k,
k ← k′ k ← k′

x0 ← x xm ← x′m′

xi (1 ≤ i ≤ m)← x′i (1 ≤ i ≤ m′)

Figure 9.1: RFID authentication and secret update
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x0, x1, · · · , xm for T to the entity via a secure channel. As a result, the entity can

authenticate T a maximum of m times. However, the entity receiving the delegation

right cannot update the tag secrets, as it does not know s.

Multiple delegations of a tag T are also possible. If S transfers the secret k and

the identifiers x0, x1, · · · , xm for T to multiple entities, then these entities can all

authenticate T during the same limited period, that is, until x = xm is reached.

If the delegated tag T is queried m times, then S will need to update T ’s secret and

identifiers and, if necessary, S can now delegate the right to query the tag again.

Note that it is always necessary for S to update the tag secret and identifiers, since,

as noted above, only S knows s.

Unlike delegation, tag ownership transfer means that the tag owner transfers all

rights over the tag to a new owner [41, 45]. In order to achieve ownership transfer

of T , S must transfer the secrets s and k and the identifiers x0, x1, · · · , xm for T ,

along with any other necessary information, to the new owner via a secure channel.

This transfer should only take place after the old owner has updated the secrets

and identifiers for T , in order to protect its privacy against possible tracking by the

new owner. The server of the new owner should also update the tag secrets after

receiving them from the old owner, in order to protect its privacy against possible

tracking by the old owner. This update needs to take place in an environment where

there is no possibility of eavesdropping by the old owner. Once this is complete, only

the server of the new owner will be able to authenticate T and update the secrets

for T .

9.4 Analysis of the Protocol

9.4.1 Privacy and Security

The protocol proposed in section 9.2 involves performing a tag authentication (TA)

process to authenticate a tag. When a tag is queried for the mth time, the server

and tag update their shared secrets using the secret update (I) (SU1) process. If

SU1 does not complete successfully, in the following session the secret update (II)

(SU2) process is performed. SU1 and SU2 make use of a key transfer protocol and

involve mutual authentication.
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Note that both TA (case 1) and SU1 (case 2) are ‘normal’ cases of the protocol, but

SU2 (case 3) will only occur if the protocol fails to operate as it should. This case

arises if a message transfer in SU1 fails.

The security of the protocol relies on the tag secrets k and s and the hash functions e,

f , g and h. Under the assumption that the l-bit key k is a strong cryptographic key

for e, f and g, an exhaustive search to find the l-bit values s and x is computationally

infeasible. Also, given that hash functions e, f , g and h are one-way and collision-

resistant, as assumed in section 3.3.2, the protocol has the following privacy and

security properties.

• Tag Information Privacy (P1): we assume that the server database is secure.

Thus only the server that has the secrets related to a tag can identify the tag

and access the tag information.

• Tag Location Privacy (P2): a tag reply (x,MT ) is anonymous to an eaves-

dropper that does not know k, because x is updated to ek(x) in every query

and MT depends on x. A tag reply (M1,M2) in SU2 is also anonymous to an

eavesdropper, because M1 and M2 are computed using the key k and a session

secret rT . As a result, an adversary cannot track the location of a tag simply

by eavesdropping on tag messages.

The protocol resists the following attacks feasible for a WA.

• Tag Impersonation (W1): to impersonate a tag, a WA needs to compute x and

MT (or M1 and M2). However, a WA cannot compute them without knowing

k.

• Replay Attack (W2): a WA cannot reuse messages used in previous sessions

because each response is a cryptographic function of a fresh random number.

More specifically, MT and MS in TA and SU1 depend on r, and M1, M2 and

MS in SU2 depend on r and rT .

• MitM Attack (W3): a WA cannot interfere with the exchanged messages by

inserting or modifying messages, because of the use of the secrets k and s and

random numbers r and rT .
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• DoS Attack (W4): if the second or third message in SU1 is blocked, SU2 will be

performed in the following session. If the third message MS in SU2 is blocked,

the server and tag will become desynchronised, because the server will update

the shared secrets but the tag will not. However, in the next session, the server

will detect such an event, because the tag will send as identifier the value x0

in the server’s look-up table. The server can thus recover synchronisation with

the tag.

We next consider the degree to which the protocol can resist the security threats

posed by an SA, identified in section 4.1.

• Backward Traceability (S1): one significant feature of the protocol is that,

when x = xi in TA, MT is computed as a function of xi−1. As a result, it

is difficult for an SA to trace transactions in previous sessions except for the

immediately previous session in which xi is included in the tag reply. An SA

could intercept a tag identifier from a previous transaction, and compute the

compromised identifier x by iteratively applying keyed hash function e to the

previous identifier. However, the previous transactions were anonymous to the

attacker at that time. Thus, in practice, tracing past transactions will not be

simple. Obviously, if tag past transactions were computed using keys different

from the compromised key k, it will be infeasible for an SA to trace them,

because the previous keys will have no relation to the key k.

• Forward Traceability (S2): an SA can trace future transactions in which the

compromised key is used. However, once the server and the compromised tag

update their shared secrets, and assuming that the SA does not intercept the

value of MS sent from the server, it will not be able to compute the updated

secrets and thus will no longer be able to trace tag transactions. Therefore, a

server should immediately replace the tag secrets if it suspects that a tag may

have been compromised.

• Server Impersonation (S3): an SA could try to update the secrets of a tar-

get tag by impersonating a legitimate server. If such an attack was possible,

then the legitimate server would no longer be able to identify the tag, whereas

the attacker would. One advantage of the protocol is that such a server im-

personation attack is not straightforward. The reason for this is that an SA

116



9.4 Analysis of the Protocol

cannot compute MS just by compromising a tag, because s is known only

by the server. An SA must perform a more sophisticated attack in which it

intercepts MS in order to learn s.

Table 9.2 summarises the protocol’s privacy and security properties, and compares

the protocol to seven of the previously proposed schemes introduced in chapter 5.

These seven protocols have been selected for comparison since they and the protocol

proposed here all are designed to take only O(1) work to identify a tag, using a

precomputed look-up table, when they are in regular states.

Table 9.2: Privacy and security properties
P1 P2 W1 W2 W3 W4 S1 S2 S3

HM
√

· · · ·
√

· · ·
D

√
·

√ √ √
·

√
· ·

LK
√

·
√ √ √ √ √

∗ ∗
T1

√ √ √ √ √
· · · ·

T2
√ √ √ √ √

· · · ·
T3

√ √ √ √ √
· · · ·

BMM
√

·
√ √ √ √

· · ·
TA

√ √ √ √ √ √
∗ ∗ ∗

SU1
√ √ √ √ √ √

∗ ∗ ∗
SU2

√ √ √ √ √ √ √
∗ ∗

√
: resists such an attack

∗ : partially resists such an attack, under certain assumptions

· : does not protect against such an attack

9.4.2 Performance

The protocol proposed in section 9.2 has the following performance characteristics.

• Scalability: a server uses a look-up table for tag identification. As a result,

a server can match a received anonymous identifier to a tag using its look-up

table in O(1) time, without needing a linear search. The protocol is scalable

in the sense that a server only takes constant time to authenticate a tag, and

tag delegation is straightforward, as stated in section 9.3. However, if a tag

is queried more than m times without updating the tag secrets (case 3), the

tag will reply with M1 and M2, and in this case the server needs to perform a

linear search to authenticate the tag.
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• Computation: in normal operation, i.e. when using TA and SU1, a tag does

not need to generate any pseudo-random numbers. However, in SU2, a tag

needs to generate a pseudo-random number in order to resist being traced. A

tag needs to perform two hash function computations in the most common

case (TA), four hash function computations in SU1, and three hash function

computations in SU2. A server performs only one hash function computation

in TA. In SU1 and SU2, a server must perform m′ hash function computations

in order to generate a new secret and new identifiers for a tag; fortunately

these values can be precomputed.

• Communication: TA involves only two messages. SU1 and SU2 require one

additional message.

• Storage Capacity: a tag needs a long term memory of 3l bits to store k, x and

xm.

The performance of the protocol is compared to the prior art in Table 9.3. The com-

parison shows that the performance of the proposed protocol compares favourably

with existing schemes.

Table 9.3: Performance properties
C1 C2 C3 C4

HM ID ,TID ,LST 3HF 0 3

D ID 4HF 1 3

LK s, wT , c,m 4PRF 1 3

T1 k, t, tm 1HF 0/1 2

T2 k, t, tm 2HF 1/2 2

T3 k, t, tm (γ+2)HF 1/3 2

BMM k, τ, q, b, c 1/2PRF 0 3

TA 2HF 0 2
SU1 k, x, xm 4HF 0 3
SU2 3HF 1 3

C1 : The type of secrets stored in a tag

C2 : The type and number of cryptographic computations required in a tag

C3 : The number of pseudo-random numbers required in a tag

C4 : The number of exchanged messages
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9.5 Summary

The main contribution of this chapter is to propose a scalable RFID pseudonym

protocol that meets the identified privacy and security requirements. The proto-

col has two features supporting scalability; a server takes only O(1) work for tag

authentication, and tag delegation is straightforward.

The protocol is divided into regular and irregular states. The regular state has two

variants: tag authentication and secret update (I). In both cases, the server takes

constant time to authenticate a tag. An irregular state occurs if the secret update

(I) process fails. In such a case, the secret update (II) process is required. This

process applies the protocol proposed in chapter 7.

We have compared the protocol to previously proposed scalable RFID protocols

which take only constant time to identify a tag using a look-up table. The proposed

scalable protocol is practical and provides the identified privacy and security prop-

erties. Tag authentication involves only two messages, and the secret update (I) and

(II) procedures require only one more message. A tag does not need to generate any

pseudo-random numbers in a regular session. The computational and storage loads

on a tag are reasonable by comparison with the prior art. A server can perform in

advance the most complex computations needed to update the shared secrets. In ad-

dition, the scheme protects against the identified privacy threats and weak attacks,

and also provides partial security against the identified strong attacks.
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Conclusions
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In this chapter we summarise the contributions of the thesis and identify directions

for future research.

10.1 Research Achievements

This thesis is concerned with RFID authentication protocols that use symmetric

cryptographic techniques to protect messages exchanged over an insecure radio fre-

quency interface.

The main achievements of this research can be summarised as follows.

• In chapter 4 we have established privacy, security and performance require-

ments for RFID protocols, as well as functional requirements. The privacy

requirements cover tag information privacy and tag location privacy. The se-

curity requirements cover resistance to both weak and strong attacks, that

is, resistance to tag impersonation, replay attacks, man-in-the-middle attacks,

denial-of-service attacks, backward traceability, forward traceability and server

impersonation. The performance requirements relate to tag storage capacity,

tag computation, communication and scalability. The additional functional

120



10.1 Research Achievements

requirements involve tag delegation and tag ownership transfer.

• In chapter 5 we have reviewed a total of 20 recently proposed RFID identifica-

tion and authentication protocols. We have also assessed their privacy, security

and performance properties against the requirements identified in chapter 4.

We have assessed whether or not they provide the identified privacy and secu-

rity properties. We have also summarised their performance properties; more

specifically, we have evaluated the type of secrets stored in a tag, the type and

number of cryptographic function computations required in a tag, the number

of pseudo-random numbers that need to be generated in a tag, the number of

exchanged messages and the complexity of the server computations to identify

and authenticate a tag.

• In chapter 6 we have introduced the concept of server impersonation as a novel

type of strong attack. A server impersonation based desynchronisation attack

is a feasible security threat because RFID tag memory is typically not tamper-

resistant. We have shown how, in cases where tag memory has been compro-

mised, certain previously proposed RFID protocols can be desynchronised by

a server impersonation attack; such an attack is relatively straightforward to

perform on the MH, D and CC schemes, but more difficult for the LK scheme

because of its use of an authentication key known to the server but not the tag.

We have also proposed possible countermeasures designed to make an RFID

protocol more resistant to such server impersonation attacks — one problem

is that implementing these measures might increase tag cost. That is, we have

a trade-off between security and cost.

• In chapter 7 we have proposed a new RFID authentication protocol designed

to meet the requirements identified in chapter 4. The novel protocol has been

compared with existing schemes with respect to both its privacy and security

properties and its storage and computational requirements. The comparisons

have shown that the proposed protocol is both more secure than previously

proposed schemes and has practical advantages over them, because it provides

the greatest number of identified privacy and security features and requires

the least tag-side storage.

• In chapter 8 we have discussed tag ownership transfer. We first identified

three requirements for secure and privacy-preserving tag ownership transfer:
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new owner privacy, old owner privacy, and authorisation recovery. We next

proposed novel RFID authentication protocols for tag ownership transfer that

meet these requirements. The scheme consists of three protocols: an authen-

tication protocol (P1), a secret update protocol (P2), and an authorisation

recovery protocol (P3). The scheme proposed in chapter 7 is used for P1. We

believe that P3 is the first proposed practical authentication scheme for autho-

risation recovery. We have also analysed and compared P2 and P3 to the prior

art. The schemes satisfy the privacy and security requirements identified in

chapter 4. P2 and P3 have desirable performance characteristics; a tag needs

less non-volatile memory than in previously proposed schemes, performs just

three hash function computations, and the number of messages exchanged be-

tween the tag and the server is only two, with mutual authentication. P1, P2

and P3 also provide all the identified requirements for tag ownership transfer.

• In chapter 9 we have considered scalability issues in RFID systems. We have

proposed a scalable RFID pseudonym protocol that meets the identified pri-

vacy and security requirements. The protocol has two features supporting

scalability; a server takes only O(1) work for tag authentication, and tag del-

egation is straightforward. The protocol is divided into regular and irregular

states. The regular state has two variants: tag authentication and secret up-

date (I). In both cases, the server takes constant time to authenticate a tag.

An irregular state occurs if the secret update (I) process fails. In such a case,

the secret update (II) process is required. This process applies the protocol

proposed in chapter 7. We have compared the protocol to previously proposed

scalable RFID protocols which take only constant time to identify a tag using

a look-up table. The proposed scalable protocol is practical; tag authentica-

tion involves only two messages, and the secret update (I) and (II) procedures

require only one more message; a tag does not need to generate any pseudo-

random numbers in a regular session; the computational and storage loads on

a tag are reasonable by comparison with the prior art; a server can perform in

advance the most complex computations needed to update the shared secrets.

In addition, the scheme protects against the identified privacy threats and

weak attacks, and also provides partial security against the identified strong

attacks.

122



10.2 Future Work

10.2 Future Work

There are many possible topics for further study within the general area of RFID

security. We mention four possible directions relating to work described in this

thesis.

• This thesis only considers RFID protocols using symmetric cryptography, and

primarily those using hash functions. There are a number of other general

classes of RFID protocols that merit further study, including RFID protocols

using asymmetric cryptography. There could also be many attacks on RFID

systems that we have not identified. Thus, further study of such protocols and

possible attacks on them would be desirable.

• We have assumed that the channel between the back-end server and the reader

is secure. Hence, we have not dealt with security threats arising on that

channel. However, in some applications, server-reader communications may

be insecure, e.g. they may use a wireless channel. Thus, secure authentication

protocols over this channel should be studied further.

• We have studied ‘general’ RFID protocols, i.e. protocols that can be used in any

application. However, each RFID application has its own specific requirements.

For example, RFID systems for E-passport, library book management and the

supply chain have different security and performance requirements. Thus,

it would be helpful to develop requirements for specific applications, and to

specify RFID protocols to meet these requirements.

• We have not provided security proofs for the protocols proposed in this thesis.

Work on formal models for RFID systems is only just emerging [2, 8, 12, 32, 77].

Thus, devising appropriate formalism for use in specifying and analysing RFID

protocols remains a challenging and potentially fruitful topic.
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