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Introduction

International standardisation

Over the lagt ten yeas, in paralel with the enormous growth in the use of cryptography,

major efforts have been devoted to assembling a set of internationally agreed standards for

cryptographic mechanisms. These standards have been prepared by ISO/IEC JTC1/SC27, a

committeedevoted entirely to seaurity standardisation. Of course, the standards produced by

SC27 are not the only cryptographic standardsin existence. A number of important standards

have been produced by avariety of other bodies, including the foll owing.

From the early 19803 onwards, the US banking community has produced a range of US
(ANSI) standards covering the use of cryptography in retail and wholesale banking. The
standards have had a very strong influence on subsequent international banking standards
on cryptography andits use. In turn these banking standards have motivated some of the

general purpose standards developed by SC27.

The Internet community has produced a number of RFCs covering a range of
cryptographic algorithms. These RFCs have been primarily aimed at providing
algorithms for use in spedfic secure Internet protocols (e.g. for seaure anail and seaure
IP). Nevertheless, some of the schemes adopted as RFCs have become widely used in

many appli cations outside of the Internet sphere.

A variety of nationd, regionad and industry bodes have propcsed standards for
cryptographic techniques. Examples include the pioneering US standards for the DES

block cipher, the DSA signature dgorithm, and the SHA-1 hash algorithm, and the




European ETSlI standards for cryptographic dgorithms for use in mobile

telecommunications (some of which remain confidential).

1.2 Scope of this chapter

However, despite thiswide range of standardisation activity, the ISO/IEC JTCL/SC27 work is
unique in being both truly international and also aimed at genera applications. As such,
whil e we mention the relevant work of other standards bodies, the main focus of this chapter
is the work of ISO/IEC JTCL/SC27. The main pupose of this chapter is to bring the
international standards for cryptographic tedhniques to the widest possible audience
Adopion d these standards, which have received detailed scrutiny from experts world-wide,

can only help to improve the quality of products incorporating security features.

Note that much of the work described in this chapter is based on recent research. For brevity,
references to research papers are not included here. For further information the interested
reader shoud consult the bibliographies in the quoted standards, or the excdlent
encyclopaedic work (Menezes, van Oorschot and Vanstone, 1997).

1.3 Contents

The chapter will consider the full spedrum of international standardisation o cryptographic

techniques. Thuswill i nvolve avering the following arecs:
* Encryption algorithms,

e Modesof operationfor block ciphers,

e Message Authentication Codes (MACS),

» Digital signatures and Hash-functions,

»  Entity authentication,

e Nonrepudation,and

* Key management.




The main technicd contents of the international standards covering these topics are outlined,
and some motivation for their contents, as well as indications on their application, will be
provided. This discussion of international standards for cryptographic techniques is prefaced
by a short introduction to the main standards-making bodes, and an overview of some of the
most significant parts of ISO/IEC 7498-2, the OSI Seaurity Architecture. This latter standard
is strictly outside the scope of this chapter, but it is useful in that it provides a standardised

framework for the description of security services and medanisms.

2 Standardisation bodies

2.1 Overview

Themain international standards bodies relevant to information security are:

e Internationdl Organization for Standardization (1SO),

e Internationd Eledrotechnical Commisson (IEC),

e International Telecommunications Union (ITU), the successor to CCITT and CCIR.

There is ome wllaboration between these bodies; for example, in the aeaof IT, 1SO and
|EC have formed a Joint Technical Committee(JTC1). At the European level, the 3 standards

bodes roughly correspording to ISO, IEC and ITU are respectively:

e Comité Européen de Normali sation (CEN),

» Comité Européen de Normali sation Eléctrotechnique (CENELEC),
» European Telemmmunications Standards Institute (ETS).

The National Standards bodies (members of 1SO and IEC) also produce their own rational
standards. In Europe, ECMA (the European Computer Manufacturers Asociation) have
produced standards for distributed system seaurity. In North America, the IEEE (Institute of
Electrical and Electronics Engineas) and NIST (the National Institute for Standards and

Technology) produce IT seaurity standards of international importance. |EEE work includes
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LAN seaurity and POSIX standards. NIST (the successor to NBS) produces dandards for use
by Federa Government bodes. Also of global significance is the work of ANSI (the

American National Standards Institute), particularly for its banking seaurity standards.

2.2 Internet standards

The Internet is the result of interconnecting a worldwide community of government,
acalemic and private computer networks. It started as a project sponsored by the U.S.
government, and it grew organically based largely on academic and research ingtitutions. In
reaent yeas the Internet has expanded to include many private organisations wishing to make
use of the ommunications fadlities the Internet provides. The operation d the Internet relies
on interconnedion standards, primarily those designed specifically for Internet operation.
The Internet is managed by the Internet Activities Board (IAB), which delegates the main
responsibility for the development and review of its dandards to the Internet Engineering

Task Force (IETF). Final decisions on Internet standards are made by the IAB.

2.3 ISO standards

2.3.1 Overview

ISO, founded in 1946, is a worldwide federation of national standards bodies. A Member
Body of 1SO isthe national body ‘most representative of standardisationin that country’ (e.g.
BSI in the UK). 1SO (and IEC) assigns resporsibility for the development of standards in
particular areas to Technical Comrittees (TCs). A technical committee determines its own
programme of work, within the scope specified by its parent body (ISO or IEC). The main

TCsresporsible for seaurity relevant standards are:
e |ISO/IEC JTC1: Informationtechnology, and
* 1SOTC68: Banking andrelated financial services.

TCs establish SubComrittees (SCs) to cover different aspects of their work. SCs, in turn,

establish Working Groups (WGSs), to deal with spedfic topics. While the structures of TCs,
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SCs and WGs evolve over time, the evolution is nat rapid, and these groups typicall y exist for

several yeas. An SO standard moves through the following phasesin its devel opment:

*  New Work Item (NWI) Proposal and TC Ball ot,

e Appantment of editor,

e Seriesof Working Drafts (WDs),

e CommitteeDraft (CD), Fina CD (FCD), and associated ballots,

e Draft International Standard (DIS), Final DIS (FDIS), and associated ballots,

* |Internationa Standard status,

5-yealy review.

Provisions are aso made for standards to be revised earlier than the five-yealy review cycle

if defects are found. This operates via a‘defect report’ system.

2.3.2 ISO security standards

As previoudy mentioned, the main 1SO TCs responsible for security are ISO/IEC JTC1 and
ISO TC68. 1SO TC68, resporsible for banking standards, has produced a wide variety of
seaurity standards (including 1SO 8730, ISO 87311, and 1SO 8731-2 spedfying integrity
mechanisms, and I1SO 8732, 1SO 111661 and ISO 1116-2 spedfying key management

methodk).

The main seaurity-relevant SCs within JTC1 (resporsible for Information Technology) are &

follows;

SC6: Telecomnunications and information exchange between systems,

SC17: ldentification cards andrelated devices,

SC18: Document processing and related communication,

SC21: Od, data management and Open Distributed Processing.




o SC27. IT Seaurity Tedniques.

The security techniques gandards produced by SC27 is the main focus of this chapter. The

work of SC27 is divided into threeworking groups.

«  WGlisresporsible for seaurity management and liaison with other standards groups.
«  WG2isresporsible for seaurity medhanism standards.

*  WGS3isconcerned with computer seaurity (evaluation criteria, etc.).

We are primarily concerned here with the work of WG2, athough we do consider two

standards (ISO/IEC 9979and ISO/IEC 117702) developed by WGL1.

3 The OSI Security Architecture

We gtart our discussion of security standards by considering 1SO 7498-2 (1SO, 1989 the OS
seaurity architecture developed by JTC1 SC21. 1SO 749-2 is intended to serve & a
seaurity-spedfic aldition to ISO 7498,the OSl| reference model. In ddng so it defines many
seaurity-related terms and ideas which are of importance to a variety of application aress,
including many not covered by the OSI model. Of particular importanceis the terminoogy it

introduces for the description of seaurity services and medchanisms.

3.1 Security model

The underlying model, implicit to the discussion in ISO 74982, is that there is a generic

seaurity life-cycle, containing the foll owing steps:

e definition o a security palicy, containing a rather abstract series of security requirements

for the system,

e asecurity requirements analysis, including a risk analysis, possibly using a tool such as

CRAMM, and an analysis of governmental, legal and standards requirements,

« definition of the security services necessary to med the identified security requirements,




e system design and implementation, including selection of security mechanismsto provide

the chasen security services, and

e continuing seaurity management.

In the mntext of this model, a security threat is something that poses a danger to a system's
seaurity. A seaurity serviceis ®lected to med an identified thred, and a security mechanism
is the means by which a serviceis provided. It isimportant to note the distinction between a
seaurity service i.e. what is provided for a system, and a security mechanism, i.e. the means
by which a serviceis provided. Hence confidentiality is a service, whereas encryption is a
mechanism which can be used to provide @nfidentiality. In fad encryption can be used to
provide other services, and data cnfidentiality can also be provided by means other than

encryption (e.g. by physica protection of data).

When designing a seaure system, the scope of the system and the set of rules governing the
seaurity behaviour of the system are of fundamental importance; these ae the security domain
and the security policy respectively. A seaurity palicy is defined in ISO 7498-2 as ‘the set of
criteria for the provision of seaurity services'. A security domain can be regarded as the
scope of a single security pdlicy. It is possible to have nested o overlapping seaurity

domains, and thus nested or overlapping scopes for seaurity pdlicies.

SO 7498-2 gives the foll owing statement as an example of a possible generic security palicy

statement regarding authorisation:

Information may nat be given to, acassed by, or permitted to be inferred by, na may

any resource be used by, those not appropriately authorised.

An initial generic palicy of this type can then be refined, in conjunction with the results of a
requirements analysis, into a detailed set of rules governing the operation and management of
the system. Note that this generic policy only deals with preventing unauthorised access, i.e.
it does not make any statement about guaranteeing aacessto legitimate users. Thus it does

not deal with Availability, and hence does not addressdenial of servicethreats.




ISO 748-2 distinguishes between two types of security pdlicy: identity-based and rule-
based, depending on hav authorisation is granted. Identity-based pdicies authorise system
acaessonthe basis of theidentity of the client and the identity of the resource which the dient
wishes to make use of. Rule-based policies rely on global rules imposed onall users, with
acaessdecisions typicdly made using a cmparison of the sensitivity of the resources with the

user attributes (e.g. the ‘ clearance’ of the user).

3.2 Security services

SO 7498-2 defines five main categories of security service

authentication, including entity authentication and origin authentication,

e accesscontrol,

e data confidentiality,

e dataintegrity,

e nonrepudiation.

Parts 2-6 of the 7-part Security framework standard (1SO, 1996&) give amuch more detailed

discussion of the general ways in which these services can be provided.

e Entity authentication provides corrobaation to one attity that another entity is as
claimed. This srvice may be used at the establishment of (or during) a cnnection, to
confirm the identities of one or more of the cnnected entities. This srvice provides
confidence, at the time of usage only, that an entity is not attempting a masquerade or an

unauthorised replay of a previous conrection.

Origin auhentication provides corroboration to an entity that the source of received data
is as claimed. However, the service does nat, in itself, provide protection against

dudication or modification of data units.




The access control service provides protection against unauthorised use of resources.
This protection may be gplied to various types of access to a resource, e.g. the use of a
communications resource, the reading, writing, or deletion of an information resource, the

exeaution of a processng resource

ISO 748-2 defines four types of data confidentiality service; all these services provide
for the protection of data ayainst unauthorised disclosure. The four types are Connection
corfidentiality —which provides for the mnfidentiality of all user data transferred using a
conrection, Connedionless confidentiality — which provides for the cnfidentiality of all
user data transferred in a single conrectionless data unit, i.e. a packet, Sdlective field
corfidentiality —which provides for the cnfidentiality of selected fields within user data
transferred in either a @wnnedion or a single cnnectionless data unit, and Traffic flow
confidentiality — which provides for the anfidentiality of information which might be

derived from observation o traffic flows.

ISO 7498-2 defines five types of data integrity service all these services counter active
threats to the validity of transferred data. The five types are Conrection integrity with
recvery — which provides for the integrity of al user data on a connection, and detects
any modification, insertion, deletion or replay of data within an entire data unit sequence,
with recovery attempted, Connection integrity without recovery — as previously but with
no recovery attempted, Selective field conrection integrity — which provides for the
integrity of selected fields within the user data of a data unit transferred over a
conrection, Connedionless integrity —which provides integrity assurance to the recipient
of a data unit, and Sdlective field conrectionless integrity — which provides for the

integrity of selective fields within asingle cnrectionless data unit.

SO 7498-2 defines two types of non-repudiation service: Non-repudiation with proof of
origin, where the recipient of data is provided with protection against any subsequent

attempt by the sender to falsely deny sending the data, and Non-repudiation with proof of




delivery, where the sender of data is protected against any subsequent attempt by the

recipient to falsely deny receiving the data.

3.3 Security mechanisms

Seaurity medchanisms exist to provide and suppat seaurity services. 1SO 7498-2 dvides
mechanisms into two types. Specific seaurity mechanisms, i.e. those specific to providing
certain security services, and Pervasive seaurity medhanisms, i.e. those nat specific to the
provision d individua security services, including trusted functionality and event detection

(we do rot discussthese further here).

Eight types of spedfic security mechanism are listed, namely Encipherment, Digital signaure
medansms, Access control mecharisms, Data integrity mechanisms, which include MACs,
Authentication exdiange mechanisms, Traffic padding medanisms, Routing control
medansms, and Notarisation mechanisms. We now consider each of these a@ght classesin a
little more detail. This lays the groundwork for the detailed consideration d standards for

various types of security medhanism.

e Encipherment mechanisms, commonly known as encryption or cipher agorithms, can
help provide confidentiality of either data or traffic flow information. They also provide

the basis for some authenticaion and key management techniques.

* A digital signaure medcanism consists of two procedures: a signing procedure, and a
verifying procedure. Such mechanisms can be used to provide nonrepudiation, aigin
authentication and/or integrity services, as well as being an integra part of some
mechanisms to provide entity authentication. Signature mechanisms can be divided into
two types. Digital signatures ‘with message recovery’, and Digital signatures ‘with
appendix’. One-way hash functions are an essentiad part of the computation of digital

signatures ‘with appendix’.

e Access control mechanisms can be thought of as a means for using information associated

with a dient entity and a server entity to decide whether accessto the server’s resource is
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granted to the client. Examples of types of access control mecdhanisms include: acess
control lists, capabilities and seaurity labels. A genera framework for access control
medianisms can be fourd in ISO/IEC 101813, the Access Control Framework (1SO,

19963).

Two types of data integrity medhanism exist: thase concerned with the integrity of a
single data unit, and those ancerned with proteding the integrity of an entire sequence of
data units. The first type of mecdhanism, e.g. a MAC, can be used to help provide both
data origin authentication and data integrity (as well as being an integral part of some
authentication exchange and key management mechanisms). Mechanisms of the second
type, which must be used in conjunction with mechanisms of the first type, can be used to
provide full connection-oriented integrity services. These mechanisms include sequence
numbers and time stamps. These mechanisms are necessary since use of a MAC aone
will not enable arecipient of data to detect replays of single data units, and, more
generally, manipulation d a sequence of data units (including replay, selective deletion

and re-ordering).

Authentication exchange mechanisms, otherwise known as authentication protocols, can
be used to provide ettty authentication (as well as being the basis of some key

management medianisms).

The term traffic padding describes the aldition of *bogus data to conceal the volumes of
real data traffic. It can be used to help provide traffic flow confidentidity. This
mechanism can ony be effedive if the alded padding is enciphered (or otherwise

provided with confidentiality).

Routing control mechanisms can be used to prevent sensitive data using inseaure
communicaions paths. For example, depending on the data' s sensitivity, routes can be
chosen to use only seaure network comporents (sub-networks, relays or links). Data

carying certain seaurity labels may be forbidden to enter certain network comporents.
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» Theintegrity, origin and/or destination of transferred data can be guaranteed by the use of
a notarisation mechanism. A third party notary, which must be trusted by the
communicaing entities, will provide the guarantee (typically by applying a ayptographic

transformation to the transferred data).

4 Encryption algorithms

In the late 1970s the DES block cipher agorithm was adopted by the NBS as a U.S. Federa
Standard (FIPS 1993; it was subsequently made into a U.S. Standard by ANSI (ANSI,
1981). Efforts to make DES an ISO standard nearly succeeded in the mid 198G, but work
was dopped for pdlitical reasons (work also stopped onefforts to standardise RSA). Instead,
al efforts to standardise encryption techniques were abandaned, and work focussed instead
on creding an international register of algorithms. The form of register entriesis standardised
in ISO/IEC 9979 (1SO, 199%) and the register itself is actually held by NCC, Manchester.

The register enables communicating entitiesto identify and regotiate an agreed algorithm.

The Registration Authority maintains the register and ensures that ‘ register entries conform to
the registration procedures’ in ISO/IEC 9979. It ‘does not evaluate or make any judgement of
quality’ of registered algorithms. A registered algorithm may be an algorithm for which a
complete description is contained in the register, an agorithm for which a complete
description is defined in an 1SO document or in a standard maintained by an 1SO member
body or by a liaison organisation, or an algorithm not completely described in the public

domain.

Submisson of entries to the register may be originated by an 1ISO member body, e.g. BSI,
AFNOR, ANSI, DIN, etc., an ISO Technica Committee, or aliaison aganisation. For ead

registered algorithm the corresponding register entry must contain the following detail s.
a. Formal agorithm name.

b. Proprietary name(s) of algorithm.
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Intended range of applications.

Cryptographic interface parameters.

Set of test values.

Organisation identity that requested registration.

Dates of registration and modifications.

. Whether the dgorithmisthe subject of a national standard.

Patent licencerestriction information.

It may also, gptionally, contain the foll owing information.

List of referencesto associated algorithms.
Algorithm description.
Modes of operation.

. Other information.

Modes of operation for block ciphers

Modes of operationfor the DES block cipher agorithm were standardised in the U.S. in 1980

(FIPS 1980 and 1983 (ANSI, 1983. These modes of operation are recommended ways in

which to use DES to encipher strings of data bits.

Work initially started within 1SO to provide corresponding international standards for DES
modes of operation. When the ISO work on DES ceaed, the modes of operation work
continued, but now directed towards any block cipher algorithm, resulting in two standards:
SO 8372(1S0O, 1987) (modes of operation for a 64-bit block cipher algorithm) and ISO/IEC

10116(1SO, 199%) (modes of operation for an n-bit block cipher algorithm for any n).

All these standards (NBS, ANSI and ISO) contain four modes of operation:

ECB (Electronic Code Book) Mode,
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» CBC (Cipher Block Chaining) Mode,
e OFB (Output FeedBad) Mode, and
e CFB (Ciphertext FeedBack) Mode.

We now describe each of these modes in a little more detail. Note that we base all our
descriptions onthe text in ISO/IEC 10116(1SO, 199¢) since I1SO 8372isjust a specia case
of ISO/IEC 10116. Throughou we suppose € is the encryption operation for an n-bit block
cipher (where n is the number of bits in a plaintext and a dphertext block) and d is the

deayption qoeration for the same block cipher. We write
C=eK(P)

where C is an n-bit ciphertext block, K is a secret key for the block cipher, and P is an n-bit

plaintext block. Similarly we write
P =dK(C),

and hence P = dK(eK(P)).

5.1 Electronic Code Book (ECB) Mode

The plaintext must be in the form of a sequence of blocks Py, P, ... ,Pq Where P; is an n-bit

block. The ciphertext is then defined to be the sequence of blocks C,, C,, ... ,Cy where
Ci = eK(P)

for every i (1<i<q). Decipherment isachieved as:
P, = dK(C)

foreveryi (1<i<q).
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5.2 Cipher Block Chaining (CBC) Mode

As for ECB mode, the plaintext must be made into a series of n-bit blocks: Py, Py, ..., Py. In
addition let SV be a‘starting variable’. Then compute the sequence of ciphertext blocks C,,

C,, ... ,C,, asfollows:
C. = eK(Pl O S/), and G, = eK(Pi O Ci—l) (|>1)
where O denotes hit-wise exclusive-or of blocks. Decipherment operates as foll ows:

P, = dK(Cl) OSVY and P, = dK(C|) O0C.a (|>1)

5.3 Ciphertext FeedBack (CFB) Mode

We dtart by describing CFB mode & it appeared in the first, 1991 ,edition of ISO/IEC 10116.

To usethismode it isfirst necessary to choose two parameters:
*  k(1<k<n), thesize of the Fealback Variable,
* j(1<j<KkK),thesize of the Plaintext Variable.

Divide the plaintext into a series of j-bit blocks: Py, P, ... , Py, Let SV be an n-bit *starting

variable'. We will also use the following variables to denote ‘intermediate results':
o Xy, Xp, ., Xg Y1, Yo, .., Yo, €ach of N bits,

* EuiE, ... By, eahdjhits,

* Fi, Fy ... ,Fq1, eadof kbits.

Given an m-bit block X = (X3, X, .., Xm) and ak-bit block F = (f;, f5, ..., f) (Where k < m), we

will use the natation S(X|F) to denote the me-bit block

(Xit1y Xict2y -+es Xy T1, T2, weey i)
The effect isto shift X left by k plades, shifting in the k elements of F ontheright.
Encipherment operates asfollows. First let X,;=SV. Then,fori =1, 2, ...,q cdculate:

Yi = eK(X)
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E=Yi~]
C=POE
Fi = S(1(K)IC)
Xis1 = SUXIF)

whereY; ~ j denaotes the left-most j bits of Y;, and I(k) denotes a block of k ones. Note that the
last two steps are not performed when i = . Dedpherment operates as follows. First let X; =

SV. Then,fori=1, 2, ...,q cdculae:
Yi = eK(Xi)
E=Yi~]j
P=GUE
Fi=S0(0IC)
Xir1 = SAXi[Fi)

Asfor encipherment, the last two steps are not performed wheni = q.

54 Output FeedBack (OFB) Mode
To usethismodeit isfirst necessary to choosej (1 <j < n), the size of the Plaintext Variable.

Divide the plaintext into a series of j-bit blocks: Py, P,, ...,Ps. Let SV be an n-bit ‘starting

variable’. Wewill also use the following variables to dencte ‘intermediate results':

o Xy, Xo, o, Xg Y1, Yo, ..., Yg, €acdh of nbits,

* EuE ... E;, eahdjbits.

Encipherment operates asfollows. First let X; = SV. Then,fori =1, 2, .., q calculate:
Yi = eK(X)

E=Yi~j
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Ci:PiD Ei
X1 =Y,

whereY; ~ | denotes the left-most j bits of Y;. Notethat the last step is not performed when i =

d. Dedpherment operates asfollows. First let X; =SV. Then,fori =1, 2, ...,q calculate:
Yi = eK(X)
E=Y~]
P =C UE
X1 =Y

Asfor encipherment, the last step is not performed when i = q.

5.5 Padding

All four modes of operation require the plaintext to be ‘padded’ to the right length. Annex A
to (I1SO, 199%) describes the following two methods for avoiding message extension for
CBC mode. First suppcse that the ‘unpadded’ plaintext results in a final block Pg of j bits

(wherej <n).

e Method 1 modifies the encipherment of the last ‘short’ block. The encipherment (and

dedpherment) methods for this block are as follows:
Cq=Pq U (eK(Cqa) ~J)
Pq=Cq U (eK(Cq1) ~])-

e Method 2(also known as Ciphertext Sealing) modifies the encipherment of the last block

asfollows:

Cq = eK(S(Co-1|Py)
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and the last two ciphertext blocks are then Cy; ~j and C,. It is necessary to decipher the
final block C, before Cq.1. Deciphering C, enables the recovery of the last n-j bits of Cg.4,

andthen C,., can be deciphered.

Method 1is subjed to a passible ‘chosen plaintext’ attad if the SV (starting variable) is nat

seqet or has been used more than oncewith the same key.

5.6 Generalised CFB Mode

In the 2ndedition d ISO/IEC 10116(1SO, 199%) ageneralised version d the CFB mode has
been included. This methodallows ‘pipelining’ to take place. In the original version of CFB
mode, the result of enciphering one block of plaintext is neaded asinput to the enciphering of
the next block, and thus it is impaossible to ‘pipeline’ cdculations, i.e. start enciphering one
block before the processing of the previous block is complete. To avoid this problem, in the
new version of CFB mode an r-bit feedback buffer (FB) isintroduced, where2n>r = n. An

r-bit SV is now needed, and after setting FB, = SV, the encipherment processbeames:
Xi=FBi~n,
Yi = eK(X),
E=Yi~],
C =P UE,
Fi = §(1(K)IC),
FBiv = S(FBi|Fi),

where FB,;, FBy, .., FBy are r-bit variables representing the successive wntents of the

Feeadback Buffer. Note aso that (1SO, 199%) recommends choasing j = k for CFB mode.

6 Message Authentication Codes (MACs)

The purpose of a Message Authentication Code (MAC), when applied to a message, is to

enable the recipient of that message to chedk both where it comes from and that it has not
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been changed in transit. Standards for MACs date badk to the early 198Gs, when ANSI in the
U.S. puldished MAC standards exclusively for banking use (ANSI, 1986) and (ANSI,
19860. The corresponding international banking standard, released by ISO in 1987,is (1SO,
1987h. All these standards specify use of the DES block cipher algorithm in CBC mode to
produce what has become known as a CBC-MAC. Further international (banking only) MAC
standards are (SO, 1986 which gives genera requirements for such mechanisms, and (1SO,
1992, which standardises a mmpletely different and now discredited medhanism, cdled the

Message Authenticator Algarithm (MAA).

Following on from this banking work, 1SO produced a general purpose MAC standard,
ISO/IEC 9797,in 198. This standard also uses a block cipher in CBC mode, i.e. it specifies
aCBC-MAC. Unfortunately, the 1989 version was ambiguously phrased in its description of

how padding operates, and arevised version (1SO, 1994) was published in 1994.

In 1997,a major revison of the ISO/IEC MAC standard commenced. The &isting 1994
standard is being replacead by ISO/IEC 9797-1 (ISO, 199<) containing an enlarged set of
CBC-MAC mecdhanisms. A further part ISO/IEC 97972 (I1SO, 199&) is aso urder
development, which contains a series of hash-function based MAC mechanisms, including the

HMAC tedhnique.

6.1 CBC-MACs

We start by considering the CBC-MACs defined in the (1994) semnd edition of 1SO/IEC
9797,(1SO, 1994). We then consider what is added in ISO/IEC 9797-1, and also briefly

consider the hash-function based mechanismsin ISO/IEC 9797-2.

ISO/IEC 9797 ‘specifies a method of using a key and an n-bit block cipher algorithm to
cdculate an mbit cryptographic check value that can be used as a data integrity medanism’
to detect unauthorised changesto data. Note that mis user-selectable subject to the mnstraint

m< n. Essentially the datais processed as foll ows.

* Thedatais padded to form a sequence of n-bit blocks.
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* Thedataisenciphered using CBC mode with a secret key.

e The fina ciphertext block becomes the MAC, after optional processing and qotiona

truncaion (which will only be necessary if m<n).

More specifically, if the n-bit data blocks are denoted D1, D>, ..., Dg, then the MAC is
computed by first setting I; = D; and O; = eK(l1), and then performing the following
cdculationsfori =2, 3, ....0:

li=D; 0 Opx

O = eK(h)

The output O, from these clculations is then subjeded to an ‘optional process and finaly

truncated to m bits to produce the MAC.

6.2 Padding methods
ISO/IEC 9797 specifies two possble padding methodks.

e Method 1: add as many zeros (possibly nore) as are necessary to oltain a data string

whose length is an integer multiple of n (old method).

e Method 2: add asingle one and then as many zeros as are necessary (this method may

involve aeating an entire extra block).

It is important to nde that the padding does not need to be transmitted/stored with the
integrity-proteded data string. |If the length of the data is not reliably known by the verifier
then Method 2should be used, sinceit allows the detedion o malicious addition/deletion of
trailing zeros (unlike Method 1, which is retained for backwards compatibility with (ANSI,

19863) and (AN'SI, 19861).
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6.3 An attack on CBC-MACs

Suppcse aCBC-MAC is computed with no gtiona process and no truncaion. Then, given
two messages with valid MACs (computed using the same secret key K), we @an compute a

third ‘composite’ bogus message with avalid MAC without knowing the key.

To see how this works we illustrate the attack in the ase where MACs are known for two
single block messages. Suppose MAC; = eK(D,), and MAC, = eK(D,). Then MAC; isavalid
MAC on the two block message with first block D; and second block: D, [0 MAC;. To
avoid such attadks, known sometimes as ‘cut and paste’ attacks, we ather need to use one of
the optional processes, or use padding method 3from (ISO, 199%). Note that even if two
MACs are never computed with the same key, this attad still applies, since we can take

Dj_:Dz.

6.4 Optional processes

ISO/IEC 9797 specifies two optional processes which can be gplied to the final block O,

obtained from the CBC encipherment of the padded data string.

Thetwo optional processes are & foll ows (where O is the n-bit output from the CBC process

and K is the key used with the CBC encipherment).

e Optional process1: chocseakey K; and compute:
Oy" = eK(dK4(Oy)).

e Optional process2: choose akey K; (which may be derived from K) and compute:
Oy = eKy(Oy).

Foll owing the optional process the resulting n-bit block can be truncated to m bits (if m < n).
Note that one of the main reasons for using an optional process is to avoid ‘cut and paste

attadks of the type just described.
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6.5 New CBC-MAC methods

The motivation for the new CBC-MAC methodsin ISO/IEC 9797-1 is provided by some new
attadks on CBC-MACs, described in detail in Annex A of (1SO, 1992). The enhancements

include the foll owing.

* A new (3rd) padding method fes been introduced.

* A new agorithm has been introduced with special processing for the first block (as well

asthelast block). This makes exhaustive key search more difficult.
Twonew ‘pardld’ variants have been introduced.
The new ‘ Padding Method 3' operates as follows.

e Thedatastring D shall be right-padded with as few (possibly zero) O hits as are necessary

to dbtain a data string whose length is a multi ple of n bits.

* The resulting string shall be left-padded with a single n-bit block L, consisting of the
binary representation o the length in bits of the unpadded data string D (left-padded as

necessary with zeros).

In summary, the six MAC agorithms in the new version o ISO/IEC 97971 are & follows.

Note that the first three algorithms were in the 1994version of the standard.

*  MACAlgorithm 1is smply CBC-MAC with no gtional process.

«  MAC Algorithm 2 is CBC-MAC with optional process equal to an additional encryption

of the last block.

«  MAC Algorithm 3 is CBC-MAC with optional process equal to an extra decryption and

encryption. This meansthat, effectively, the last block is ‘triple encrypted’.

*  MAC Algorithm 4. In this agorithm the first and last blocks are both *doubde encrypted'.

*  MAC Algorithm 5 is equal to two parallel instances of MAC agorithm 1 (with different

keys). Thetwo outputs are ex-ored together to give the MAC.
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*  MAC Algorithm 6 is equal to two parallel instances of MAC agorithm 4 (with different

keys). Thetwo outputs are ex-ored together to give the MAC.

6.6 MACs from hash-functions

ISO/IEC 9797-2 (1SO, 199&) contains atotal of three different methods for deriving a MAC
function from a hash-function. In ead case it recommends use of one of the three hash-
functions from 1SO/IEC 10118-3 (199&), described below. Thus ISO/IEC 9797-2 defines a

total of nine different MAC functions.

Superficidly it is possible to derive aMAC from a hash-function by simply concatenating a

seaet key with the datato be MACed, and then applying the hash. That iswe auld put

MAC = h(K||D)

where hisahash-function, K isaseaet key, and D isthe datato be MACed.

Thisisinsecure because of the iterative nature of popular hash-functions. To see why thisis
the case, we first need to consider what it means for a hash-function to be iterative.
Esentially it means that the hash-function is constructed from use of a special type of
function called a rourd-function. To compute a hash-code, the data is first divided into
blocks. The round-function is then applied repeatedly, and at each application it combines a
data block with the previous output of the roundfunction. The first input to the round
function isafixed IV, and the last output is the hash-code. This meansthat, if h is the hash-
function, then knowledge of h(X) for secret X, enables h(X|[Y) to be computed for any chosen
Y. Thisis because the hash-code is simply the output of the last iteration of the hash-function.
Thus, if the MAC is computed as suggested above, then given a MAC on data string D, a

valid MAC can be computed onadatastring D||D’, where D' is chasen by the dtadker.

The threemethods described in ISO/IEC 9797-2 are & follows.

e MDx-MAC is the first scheme in ISO/IEC 9797-2. It involves modifying the hash-

function in a small way. It only works with the three hash-functions from ISO/IEC
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101183, al of which involve iterative use of a round-function (as described previoudly,
the data string to be hashed is divided into blocks, and the roundfunction combines a
block with the previous roundfunction autput). The roundfunction of the underlying
hash-functioniis first modified in a key-dependent way. An ‘intermediate value' is then
obtained by concatenating some key-derived information with the data string to be
MACed, and then applying the (modified) hash-function. This intermediate value is then
input to the round-function ore more time, with the other input being further key-

dependent information. The output isthe MAC value.

HMAC, as defined in Internet RFC 2104 (RFC, 199), is the second scheme included in

ISO/IEC 9797-2. The basic ideaof the HMAC scheme isto compute
MAC = h(K || h(K" [[m))

where h is a hash-function and K # K'. More specifically K and K' are two variants of a

single secret key (and steps are taken to ensure that K and K’ are distinct).

The third scheme in ISO/IEC 9797-2 is a modified version o MDx-MAC applying only
to short messages (at most 256 bits). It has been optimised to minimise the amourt of

computation required.

Digital signatures

A digital signature mechanism is a function which, when applied to a message, prodices a

result which enables the redpient to verify the origin and integrity of a message. Moreover, it

has the property that only the originator of the message can produce avalid signature (i.e.

being able to verify the crrectness of a signature generated by entity A, does nat provide the

means to compute A’'s signature on another message). Digital signatures can be used to

provide non-repudation o origin for amessage, i.e. the redpient of a message with entity A's

signature on it has evidence that A did ariginate the message, which even A cannat repudiate.

This emulates the properties we expect of a conventional signature.

24



A digital signature mechanism requires every user to have apair of keys, a private key for
signing messages (which must be kept seaet) and a public keyfor verifying signatures (which

iswidely distributed).
Signature mechanisms can be divided into two types:

» Digital signatures with message reaovery, i.e. where al or part of the message an be
recovered from the signature itself, and mecdhanisms of which type ae standardised in the

multi -part standard |SO/IEC 9796,and

« Digital signatures with appendix, i.e. where the entire message needs to be sent or stored

with the signature, as covered by the multi -part international standard ISO/IEC 14888.

7.1 Signatures with message recovery
Signatures with message recovery operate in the following general way:

1. the message to be signed is lengthened by the aldition of ‘redundancy’ according to an

agreed formula, and
2. thelengthened message is then subjected to the signing process.

The verification processreveds the lengthened message, from which the original message @an
be recovered. Hence, with such a signature scheme, the message is contained in the signature,
and thus the message does not need to be sent or stored independently of the signature itsalf.

Because of this property, signatures of thistype can only be applied to short messages.
ISO/IEC 9796currently has threeparts:

e ISO/IEC 9796 (1SO, 1997, currently being transformed into ISO/IEC 97%-1. The

signature scheme is based on a generali sed version of RSA.

e ISO/IEC 97%-2 (ISO, 199%). This heme uses the same signature transformation as

(1SO, 199). However the method for adding redundancy is completely different, being
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based onuse of a hash-function. It also provides for partial message recovery, and hence

this sheme can be used to sign arbitrarily long messages.

e ISO/IEC FCD 97%-3 (1SO, 1999h. This scheme uses the same redundancy method as
(ISO, 199%), i.e. it alows for partial message recovery, will work with arbitrarily long
messages, and is based ona hash-function. However the signature function is different,

being based ondiscrete |ogarithms rather than being RSA-like.

7.2 ISO/IEC 9796 scheme

7.2.1 Overview

The ISO/IEC 9796 standard for a ‘signature with recovery’ mechanism operates in the

following general way.

Messages to be signed are subject to a sequence of five processes (note that use of the scheme

requires choice of a parameter k):
1. Padding. Thisensuresthe padded message contains a whole number of 8-bit bytes.
2. Extension. Thisensuresthe extended message mntainsthe ‘correct’ number of bytes.

3. Redundancy adding. This doubles the length of the extended message by interleaving it

with specia ‘redundancy’ bytes.

4. Truncation and forcing. Thisinvolves discarding a few of the most significant bits (if
necessary) of the redundancy-added message to get a string of ks-1 hits, then prefixing the
result with asingle 1 (to get a string of ks hits), and finally changing the least significant
byte acording to a specified formula. The purpose of this, seemingly rather bizare,

operation onthe least significant byte isto prevent certain types of cryptographic attack.

5. Signature production. The truncated and forced message is input to a mathematical
signature algorithm which operates on strings of ks bits (e.g. the modified RSA signature

scheme described in Annex A of the standard), to dbtain the signature on the message.
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Although the signature production function is not specified in ISO/IEC 9796, the other four
processes (which are specified) have been designed specifically for use with the signature
production function given in Annex A of the standard, and are probably inappropriate for any
other signature production function. The signature production functionisin Annex A and nd

in the body of the standard for political and not technical reasons.

Note that Annex A of ISO/IEC 9796 is informative and rot normative (i.e. the RSA-type
scheme is not officially part of the standard), although this stuation hes been changed in

|SO/IEC 979%6-1, where Annex A has been made normative.

7.2.2 The five signature generation processes

We now examine each of the five processes in a little more detail. We asaume that the
signature production function operates on strings of ks bits and produces signatures also
containing ks bits. Because of the various processes applied to the message before it is input
to the signature production function, and because of the mathematical properties of the
signature production function in Annex A of 1ISO/IEC 97%-1, this means that messages to be

signed must contain alittle less than k2 hits.

1. The bit string to be signed is first padded with between 0 and 7 zeros at the ‘most
significant end, to get awhae number (denoted 2) of bytes. The Indexr, is defined to be
the number of added zeros plus one (i.e. r will satisfy 1 < r < 8). The output of the
padding process is denoted MP (for Padded Message). The following must hald for the

signature computation to be possible:
16z < ket+3.

2. Definet to be the smallest integer such that 16t = k-1 (and hence astring of 2t bytes will
contain between k-1 and ks+14 bits). The Extended Message, ME, is now obtained by
repeating the z bytes of MP as many times as are necessary to get a string with exactly t

bytesinit.
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3. Thethird step involves producing a Redundancy-added Message MR, which will contain
precisely 2t bytes. It isobtained by interleaving the t bytes of ME (in oddpositions) with
t bytes of redundancy (in even pasitions). Hence if my, my, ..., m are the bytes of ME,
then Byte 2i-1 of MR = m, and Byte 2i of MR= §m), for every i (1<i <t), where Sisa
function specified in ISO/IEC 9796. More precisely, ISO/IEC 9796 spedfies a
permutation N which acts on 4bit ‘nibbles’, and if m= . || Y. is a byte, where || denotes

concatenation, then

Sm) = M () | 7).

Finaly, byte number 2z of MR (denoted nr,,) is modified by mr, = r O mr,, where [

denates bit-wise exclusive-or andr isthe index (defined in the padding step).

4. Asaresult of the fourth step a string IR is produced, which will contain exactly ks bits,
from MR. This is done by setting the most significant bit to a one, and then setting the
other k-1 hits to the least significant k-1 hits of MR (which contains between ks-1 and
ks+14 bits), i.e. between 0 and 14 hits are discarded. Finaly the least significant byte is
replaced using the following method. If Po||u, is the least significant byte of MR (where

K1 and W, are 4-bit ‘nibbles’), then the least significant byte of IR is set to L1y|6.

5. Thesignature Z is obtained as a string of ks bits by applying the signature function to IR

under the ntrol of the secret signature key. Hence

> =Sign(IR)

where ‘Sign’ is the signature function. As aready stated, the function ‘' Sign’ will take as
input a string of ks bits and give & output another string of ks bits. The details of this
function are not specified in the main body of ISO/IEC 9796, bi Annex A gives exact
details of a function for which the whale process has been designed. This function is

based onmoduar exponentiation.
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7.2.3 Key generation

To perform the signature function spedfied in Annex A of (ISO, 1997 it isfirst necessary for

the signer to generate akey pair. To dothisthe signer must first choose:

e aveification exporent v>1,

e two primes p and g, where,

- if visodd, then p-1 and g-1 shall be coprime to v (where two integers are coprime if

they have highest common fador 1), and

- if viseven then (p-1)/2 and (g-1)/2 shall be wprime to v, and p shall not be congruent

to gmoduo 8.

The signer’s puldic modulus isthen n = pg. The length of the moduus is denoted by k, and
the choice of k aso fixes ks so that k = ks+1. Finaly the signer’s secret signature exponent,

denoted s, isthen set equal to the least positive integer such that

* sv=1 (mod lcm(p-1,g-1)) if visodd,

* sv=1 (mod lem(p-1,g-1)/2) if viseven.

Thisisequivalent to ‘standard’ RSA if the exponent v isodd.

724 The ISO/IEC 9796 Signature Function

The signature function contains two steps. The first converts the ‘ Intermediate Integer’ IR to

a‘Representative Element’” RR The second computes the signature 3 from RR

To compute RRfrom IR:

e ifvisodd RR=IR,

* ifvisevenand(IRn) = +1: RR=1R, and

e ifvisevenand(IRnN) =-1: RR=1R/2,
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where (a]n) denates the Jacobi symbal, and in this case (an) = (a®“? mod p).(a*""? mod q)

where n = pq.

To compute X from RR, compute: RR modn, X~ =min( RR modn, n-(RR modn) ).

7.2.5 Signature verification
Signatures to be verified are subject to a sequence of threeprocesses:

1. Signatureopening. Thisisessentialy the inverse to the signature function (step 5 of the

signature production process.
2. Messagerecovery. Thisstep yieldsthe origina message.

3. Redundancy checking. This final step is present to complete the checks that the

signatureis correct.

At each o these three steps it is possible that the signature may be rejected as invalid if
certain checksfail (in which case there is no mint in performing any further processing). The
signature opening functionis not specified in ISO/IEC 9796,athough the other two processes
are. Annex A to (ISO, 1991 does contain a precise specification of a signature opening

function to go with the signature production function also specified there.

7.2.6 The three signature verification processes
We now examine each dof the threeprocessesin alittle more detail .

1. The Sgnature opening step involves transforming the signature to be verified Z into a

string IR, the recovered intermediate integer. Hence
IR = Verif (2).

The signature X isrgjected if IR is not a string of ks bits with most significant bit one and
least significant nibble equal to 6. (If all is correct, then IR shoud be eyual to the string

IR produced as aresult of the fourth step of the signature generation procedure.)
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2. The Message reqvery step involves producing a 2t-byte string MR' (the recovered
message with redundancy) from IR'. Firstly the least significant k1 bits of MR are set to
equal the correspording bits of IR, with the most significant 16t-kst+1 bits of MR' being
set to zeros. The least significant byte of MR' is now replaced using the following
method. If py||us|Jue|6 are the four least significant nibbles of IR then the least significant

byte of MR is made equal to

17 () [

If al is correct, then MR shoud be equal to the string MR produced as a result of the
fourth step o the signature generation procedure, with the possible exception of the most
significant 16t-ks+1 hits, which in MR are set to all zeros. A series of t cheds are now
performed to seewhich of the esen bytes ‘match’ the odd hytes, i.e. if we label the bytes
of MR my, Mpyq, ...,My, a chedk is performed for successivevaluesof i (i =1, 2, ...,t) to
seewhether or not my 0 S(yi4) = 0. If this equation halds for every i (1 <i <t) then the

signatureisrejeded.

Let z be the smallest pasitive integer for which my, [ §mp,.1) # 0. Set r equa to the least
significant nibble of m,, 0 §my,;). The signature is rgjected if 1 < r < 8 does not hold.
The Revered padied message MP' is then put equal to the z least significant bytes in
odd paitionsin MR'; MP' shoud now be equal to the padded message MP, produced as a
result of the first step of the signature procedure. Finally the message is recovered from
MP' by deleting the most significant r-1 hits (the signature is rejected if these deleted bits

arenot all zeros).

3. Asafina step in verifying the signature, the recovered padded message MP' is subjected
to the second and third steps of the signature generation process (Extension and
Redundancy). The least significant ks-1 hits of the result are compared with the least
significant k-1 hits of MR' (generated during the previous gep). If they disagreethen the

signatureisrejeded.
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7.2.7 Concluding remarks

The scheme described in ISO/IEC 9796 can be alapted to produce digital signatures ‘with
appendix’ for messages of arbitrary length. This can be adieved by using a One-way

Collision-free Hash-function, h.

e The one-way property means that, given an arbitrary output string vy, it is computationally
infeasible to find a binary string x such that h(x) = y (although many such strings x will

typically exist).

e The collisionfree property means that it is computationally infeasible to find two binary

strings x and X' (x # X) such that h(x) = h(x"), although many such pairs will exist.

A message of arbitrary length, m say, is sgned by first computing h(m) and then inputing

h(m) to the five-part ISO/IEC 9796signature process.

7.3 ISO/IEC 9796-2

ISO/IEC 979%-2 was pulished in 1997 (ISO, 1997%). This medchanism has two main
properties:

* Thesystem allows for ‘partial message recovery’ for messages of arbitrary length. l.e., if
the message is sufficiently short then al the message can be recovered from the signature,
whereas if the message istoolong to ‘fit’ then part of the message can be recovered from

the signature and the rest will need to be amnveyed to the verifier by some other means.

e Theredundancy scheme of ISO/IEC 9796is alittle ‘heavy’ in that it requires half of the
avail able space in the signature block to be used for redundncy. Thus, if the signature
function is 768 bit RSA, then, with the schemein (1ISO, 1991, only 384 bits are available
for conveying data bits. With the scheme spedfied in ISO/IEC 979%-2, around 600bits
out of the 768 could be available for data; such a gain could be aitically important in

certain pradical applications.

The basic idea of the schemeis asfollows.
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1. The entire message mto be signed is input to a hash-function h to obtain a hash-code H,
i.e. H=h(m).
2. If the messageistoo long to be totally included in the signature then some portion of the

message is Elected to be ‘recoverable’ from the signature.

3. A flagbit (cdled a‘more-data’ bit) is added to the reaverable portion of the message to

indicate whether it isall or part of the message.

4. The recoverable portion d the message, the flag and the hash-value, together with other
‘formatting’ bits including an optional hash-function identifier, are concatenated and

input to the signature functionto derive the signature .

Like ISO/IEC 9796, nosignature function is specified in the body of 97962; instead exactly

the same RSA-based function isincluded in an informative (nortnormative) annex.

7.4 ISO/IEC 9796-3

The ISO/IEC 979%-3 signature function is based ondiscrete logarithms (the scheme is known
as Nyberg-Rueppel, after theinventors). There are two basic versions of the scheme specified
in the standard: one based onthe group o integers moduo a prime p, and the other based on
working within an elliptic curve group. Both versions make use of the same basic idea, so we

describe the first version only.
Thefollowing domain parameters must be agreed by any community of users of the scheme:
* two large prime numbers p and g, where g is afactor of p-1,

» an element g of multipli cative order g moduo p, i.e. anumber g satisfying g° = 1 (mod p

andg# 1.

Then auser’s private signature key is a number x, where 1 < x < q. The arresponding puldic

verification key is: y=g“modp.
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To use the scheme asigner needs a method for generating seaet random numbers k (1 < k <
), ore per signature; these numbers must be different and urpredictable for each signature.
To generate asignature it is necessary to first compute the integer 77, where /7 = g* mod p,
and second compute the integer R, where R= 7+ D mod ¢, and where D is the concatenation
of the recoverable part of the message and a hash-code (computed onthe entire message) — as
in ISO/IEC 979%-2. Finally compute theinteger Sas S=k - xRmodqg. The signatureisthen

the pair (R, 9.

To verify a signature first compute the integer /7', where: /7' = g%® mod p, second compute
the value D', where D' = R - [T mod g, and third reconstruct the message from the
recoverable part (embedded within D') and the non-recverable part (which must be sent with
the signature). The reconstructed message is then used to recompute the hash-code. Finadly it

is necessary to compare the recomputed hash-code with the value enbedded in D'.

7.5 ISO/IEC 14888 — signatures ‘with appendix’

7.5.1 Introduction

ISO/IEC 14888 is a multi-part standard containing a variety of ‘digital signature with

appendix’ mechanisms. Thethreeparts are as follows:
* ISO/IEC 14888-1: 1998: General, (1SO, 1998),

 |ISO/IEC DIS 14888-2: Identity-based medhanisms, including the Guill ou-Quisguater

scheme, (ISO, 1998)),

* |ISO/IEC 14888-3: 1998: Certificate-based medianisms, including NIST’s Digital
Sgnature Algorithm (DSA) — a version of the El Gamal signature agorithm, (1SO,

1998H.

Since this standard covers a large variety of mechanisms, we will nat discuss al parts in

detail. All ‘signature with appendix’ schemes operate roughly in the following way:
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1. the messageto be signedisinput to a allision-freeone-way hash-function,
2. theoutput of the hash-function (the hash-code) is subjected to the signing process and
3. thesigned hash-code monstitutes the signature (appendix).

The verification process nedls to take & input both the signature and the message, i.e. the

message cana be recovered from the signature.

ISO/IEC 148881 provides ageneral model for al the signature schemes gecified in ISO/IEC
14888 prts 2 and 3. This genera model covers both deterministic and randomised
signatures. In a deterministic signature scheme, the signature of afixed string will always be
the same. In a randamised signature scheme, a randam number is used as part of signing
process This means that, if the same data string is sgned twice, different signatures will
result. In such schemes it is aways important to ensure that the randomised number is

different every time, and that guessng the randam number is not possible.

7.5.2 Identity-based mechanisms

ISO/IEC 148882 (1SO, 1998Bg) specifies identity-based signature techniques (with appendix).
In identity-based schemes, ead entity’s pulic signature verification key is derived from that
entity’s identity. Thus there is no need for puldic key certificaes. To make such a scheme
work a Trusted Third Party (TTP) is nealed to generate private keys (users cannd generate
their own). Hencein such a scheme the TTP has aacessto al private keys. This means that
such schemes are not suitable in al applications. However, such schemes may be suitable for

certain closed damains (e.g. within alarge company) wherethereisa‘natural’ TTP.

ISO/IEC 148882 contains three different signature schemes, all of which are of the
randamised type. All threeschemes are, in fact, different variants of the Guillou-Quisguater
signature scheme. We only describe thefirst (‘basic’) variant here. The schemeis essntially
avariant of RSA, closdly analogous to the scheme used in ISO/IEC 97961 and 97962. The

TTP choases (and makes pulic):
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e thedomain verification exponent v, and

e the domain moduus n = pg, where p and g are large primes (which the TTP does not

make puldic), and p-1 and g-1 are both coprime to v.

The TTP caculates (and keegps seaet) the key generation exponent d, where d is the
multi plicative inverse of v (mod (p-1)(g-1)). Hence we have that u™ mod n = u for al non

zero u. Thisisjust likethe key generation processfor RSA.

To participate in this scheme, ead entity must have unique ‘identification data’ | (a string of
bits). To generate the key pair for a user with identification data I, the TTP computes the
user’s public verification key y asy = f(1) where f is the redundancy-adding function specified
in ISO/IEC 979%-1. The private signature key for this user isthen x = y® mod n.

To generate asignature, the signer first generates the randamiser k, and then computes /7 = k'
mod n (where v and n are the domain parameters). The signer next computes R = h(/7 || M),
where M is the message to be signed, and h is an agreed callisionresistant hash-function.

Finally the signer computes S = kx® mod n, (where R is converted from a bit string to an

integer), andthe signature isthe pair (R, S).

To verify asignature, the verifier first computes /7' = y*.S' mod n. The verifier next computes
R = h(/T || M), where M is message. Finally the verifier compares R and R'. If they agree

then the signature is accepted (otherwise it is rejected).

7.5.3 Certificate-based mechanisms

ISO/IEC 148883 (1SO, 1998l) describes two general models for signatures with appendix,
one discrete logarithm based, and the other factorisation based. A number of examples of

ead type of scheme ae specified in the standard:

» Discrete logarithm based schemes: DSA, Pointcheval-Vaudenay (a DSA variant),

ECDSA (Elliptic Curve DSA).

* Factorisation based schemes: |SO/IEC 9796with hash, and ESIGN.
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The most important of these is probably DSA, and we now describe this sheme.

754 The Digital Signature Algorithm

The Digital Sgnature Algorithm (DSA) is a version of the ElIGamal signature dgorithm,
which depends for its aurity on the discrete logarithm problem (just like the Diffie-Hellman
key exchange mechanism). DSA was adopted as a U.S. Federal Standard in 1993,in the
Digital Sgnature Standard (DSS (FIPS 1994. The FIPS standard specifies which hash-
function should be used with the DSA agorithm, namely the Seaure Hash Algarithm (SHA-

1), whichisitself specified in a separate U.S. Federal Standard (FIPS 1995.

The generation d a key pair for the Digital Signature Algorithm is a two-stage process The
first stage arresponds to the seledion d atriple of underlying parameters (P, Q, G) which

may be ommmonto agroup d users. It involves the foll owing steps.

* A parameter | is seleded which determines the size of the moduus; | is chosen subjed to
the constraint that 0 < | < 8. This determines the value of the ‘moduus length parameter’

L, whereL =512+ 64l.

« A primeP is seleded, where 25' < P < 2", i.e. P has L hits in its binary representation.
The prime P is chosen in such away that P-1 possesses a prime factor Q, where 2"°°< Q
< 2% j.e. Q has 160 hitsin its binary representation. An algorithm for generating P and

Qis gedfiedin FIPS186.

e Choose anumber G (1 < G < P-1) of multiplicaive order Q (when working moduo P).
To do this choose arandam T (1 < T < P-1) and chedk that T? # 1. If this chedk

fails then choose another T, and repeat as necessary. Finally put G = T2,

Thetriple (P, Q, G) is made public, and could be cmmon for a group d users. The second

stage involves seleding the private/public key pair.
» Theprivate signature key X israndamly chosen, where 0 < X< Q.

« Thepublic verificationkey Y is caculated using Y = G* mod P.
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The signature for the message M is calculated using the following steps.

M is subjected to the specified hash-function (SHA-1) which we dencte by h, i.e. h(M) is
computed. For the purposes of this signature scheme h(M) needs to be treated as an

integer; arulefor converting the bit string h(M) into an integer isgivenin FIPS186.

* ArandanvaueK is ®lected, where 0 < K < Q. A different and unpredictable value of K
must be chosen for every signature computed (note that DSA is a randomised signature

scheme).
« A valueRiscomputed, where R = (G mod P) mod Q.

« A value Sis computed where S= (K*(h(M) + XR)) mod Q. Notethat K isthe inverse of
K moduo Q. The signature on the message M is the pair (R, S), which contains only 320

bits (since R and Sare both 160 hitslong).

The verification processtakes as input the message M, and the signature pair (R, §). The

following steps are performed.
e Theverifier first chedksthat 0 < R< Q and 0 < S< Q; if not then the signature isrejeded.
» The verifier next computes:

W=S"modQ,

Ul=h(M)W modQ,

U2=RWmodQ, and

V = (G"*YY? mod P) mod Q.

If V = Rthen the signature is verified; if not then the signature is rejected. Note that signing

the message M using DSA involves cdculating the two values:
R= (G modP) modQ, and

S= (K*(h(M) + XR)) mod Q,
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where K is a random value. Given that K is message-independent, it can be selected in
advance Moreover, Ris afunction only of K, i.e. it is message-independent, and thus R can
aso be pre-computed, as can K and XR Thus signing can be made very fast, at least in
situations where pre-computations can be performed. All that is required to compute a
signature is to hash the message (i.e. compute h(M)), add h(M) to XR (mod Q), and multi ply

the result of the previous step by K™ (mod Q).

However, verification includes cdculating two exponentiations mod P, where both exporents
will be 160 hitslong. Thisisanontrivia calculation. Thisisreverse of situation for RSA,

where use of low exponent for public key can make verification very simple.

8 Hash-functions

8.1 Introdu ction

One-way hash functions form an integral part of any digital signature with appendix.
However, ISO/IEC 14888 no specify any particular hash function —the choiceis left to the
user. A separate multi-part standard, ISO/IEC 10118,specifying one-way hash functions has
been developed. Such cryptographic hash functions also have uses for file protedion and data
integrity purposes.

e |SO/IEC 10118-1, General (1SO, 1994) provides general definitions and backgroundfor

the other parts of the standard.

e |SO/IEC 10118-2, Hash-functions using an n-bit block dpher algorithm (1SO, 19944

describes two methods for deriving a hash function from an n-bit block cipher.

e |SO/IEC 10118-3, Dedicated hash-functions (ISO, 1998) describes three hash-functions

designed specificaly for the purpose (namely SHA-1, RIPEMD-128and RIPEMD-160).

e |SO/IEC 10118-4, Hash-functions using moduar arithmetic (1ISO, 19989 describes two

hash-functions (MASH-1 and 2 using moduar exporentiation to construct a hash-value.
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All the hash-functions gedfied in ISO/IEC 10118 m@rts 2, 3 and 4 conform to the same
general model (a simplified version of which is given in ISO/IEC 10118-3). The model
requires choice of two parameters m (the ‘block length’) and s (the length of the ‘iteration
value', which determines the maximum passble length for the derived hash-code), the choice
of an s-bit Initialising Vaue (1V), the choice of the length for the hash-code Ly (where Ly <
s), and the use of around-function ¢ which takes as input two strings (of lengths m and s hits),
and gives as output an s-bit string. Hence if X is an m-bit string and Y is an s-bit string then

@(X)Y) isan s-bit string.
The model involves four stepsin the processng of a data string D.
1. Paddng. D ispadded to ensure that its length is a multi ple of m bits.
2. Sqitting. The padded version of D is glit into m-bit blocks D, Do, ..., D
3. lteration. The s-bit blocks Hy, H, ...,Hq are clculated iteratively in the foll owing way:
Hi = @ (D;, Hi.1)
where Hp = IV.

4. Truncation. The hash-code H is derived by taking Ly of the s bits from H,,.

8.2 Block cipher based hash-functions

ISO/IEC 101182 contains two methods for deriving a hash-function from an n-bit block
cipher. Method 1 produces hash-codes of length Ly bits, where Ly < n. Method 2 produces
hash-codes of length L bits, where Ly < 2n. The padding tedhniques for these two methods
are not specified in ISO/IEC 101182, athough examples are given in an annex to the

standard.

8.2.1 Method 1 (single length hash-codes)

For Method 1, the block length (m) is equal to n, the plaintext/ciphertext length for the block

cipher. Hencethe data string to be hashed is padded and split into a sequence of n-bit blocks
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Dy, Dy, ..., Dy
The parameter sis also set to n, the block cipher plaintext/ciphertext length. If encipherment
of block M using key K is denoted ex(M), then the roundfunction @ is defined so that

AX,Y) = eyy(X) O X

where u is a function which maps n-bit blocks into blocks siitable for use & keys in the
chasen block cipher. Hence H; = ¢(D;, Hi.1) = ey(D;) O D; where U = u(H;;). The truncdion

function involves taking the left-most Ly bits of Hg.

8.2.2 Method 2 (double length hash-codes)

To define the roundfunction for ISO/IEC 10118-2 Method 2,we first need to define three

specia functions.

« |, which takes as input a 2n-bit block and gives as output a 2n-bit block. Suppase n is
even and X = Xy || Xz || X3 || X4 is a 2n-bit block, where X; (i = 1, 2, 3,4) are n/2 hit sub-

blocks. Then I1(X) = Xy || X4 || X3 || X2, i.€. sub-blocks X, and X, are interchanged.

e L, which takes asinput a 2n-bit block and gives as output an n-bit block containing the n

left-most bits of the inpuit.

* R, which takes as input a 2n-bit block and gives as output an n-hit block containing the n

right-most bits of the inpuit.

For Method 2 we have m = n (as for Method 1), and hence the data string to be hashed is
padded and split into a sequence of n-bit blocks D1, Dy, ...,Dq. We set sto 2n, i.e. twicethe

block cipher plaintext/ciphertext length. The round-function ¢is now defined so that

aXY) =1 ey (X)) O Xl esren(X) O X)

where u and u' are functions which map n-bit blocks into blocks suitable for use as keysin the

chaosen block cipher. Hence

Hi = @(D;, Hia) = 1( €uan(Di) U Di || €rran(Di) O Dy ).
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where L(i) = L(H.1) and R() = R(Hi.1).

In Annex A to ISO/IEC 101182, chaices for the Initialising Vaue (1V) and transformation u
are suggested which are gpropriate for method 1when the block cipher in useis DES. Inthe
same annex, choices for the Initiaising Vaue (I1V) and transformations u, u' are suggested
which are gpropriate for method 2when the block cipher in use is DES. Worked examples

of these choices are given in afurther annex.

8.3 Dedicated hash-functions

ISO/IEC 101183 (Dedicated hash functions) contains three functions gecifically designed
for use as hash-functions. In all casesthe Initialising Values are spedfied in the standard, as
are the padding methods. Two o the hash-functions, Dedicated Hash-functions 1 and 2, are
identicd to RIPEMD-128 and RIPEMD-160 respectively, European algorithms developed as
part of the EC-funded RIPE project. In the first case the roundfunctionhasm=512and s =
128, i.e. it can generate hash-codes of up to 128 hits in length, and in the second case the
roundfunction has m = 512 and s = 160, i.e. it can generate hash-codes of length up to 160
bits. Thethird function, Dedicated Hash-function 3 is NIST's Secure Hash Algorithm (SHA-
1), already a U.S. Federa Standard (FIPS 1995. In this case, like RIPEMD-160, the round

function hasm=512ands=160,i.e. it can generate hash-codes of upto 160bitsin length.

8.4 Modu lar arithmetic based hash-functions

ISO/IEC 101184 (Moduar arithmetic based hash-functions) contains a pair of hash-
functions, MASH-1 and MASH-2, based on moduar exponentiation. They are improved
variants of the function given in the original 1988version o X.509 (CCITT, 198) which was

foundto be prone to attack and henceit has been removed from later versions of the standard.

The initialising values and padding methods for these functions are specified in the standard.

The values of m and s will depend onthe moduus for the arithmetic operations. The round-
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functions for both versions of MASH are based on exponentiation wsing a fixed exponent; this

fixed exponent is 2 for MASH-1 and 257for MASH-2.

9 Entity authentication

9.1 Introdu ction

Authentication forms the basis of the provision d other seaurity services in the majority of
network security systems. The OS|I Seaurity Architecture (ISO 74982) distinguishes
between data aigin authentication (i.e. verifying the origin of recived data - a
conrectionless operation), and (pea) entity authentication (i.e. verifying the identity of one

entity by ancther - a cnredion-oriented operation).

We are primarily concerned here with the seand d these two services, namely entity
authentication. Entity authentication is typically adiieved using an authentication excharge
medhansm. Such a mechanism consists of an exchange of messages between a pair of
entities, and is usualy cdled an authentication protocol. In OSI-spe&k, the term ‘ protocol’
shoud dtrictly be reserved for the specification of the data structures and rules governing
communicdion between a pair of pee entities, and this is why 1SO 7498-2 sped&s of
authentication exchange mecdhanisms. However, here we abuse the OS| notation dightly and

follow generaly accepted practice and call them authentication protocols.

ISO/IEC JTC1/SC27 hes produced a multi -part standard, ISO/IEC 9798, spedfying a general-

purpose set of authentication protocols. The five parts published so far are afollows.

ISO/IEC 978B-1 —Genera modedl, (1SO, 19971).

e |ISO/IEC 9798B-2 —Protocols based onsymmetric encipherment, (1SO, 19941).

e |ISO/IEC 978-3 —Protocols based ondigital signatures, (1SO, 19981).

e |ISO/IEC 97®B-4 —Protocols based ondataintegrity mechanisms, (1SO, 1995.

e |ISO/IEC 9798B-5 —Zero knowledge protocoals, (1SO, 19994.
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The protocols ecified in these standards have been specified for use in a variety of
application damains. As such they have been designed to be & ‘robust’ as possible, i.e. they

have been designed to resist all known attacks (aslong asthey are used in the way spedfied).

ISO 748B-2 defines entity authentication as ‘the rroboration that an entity is the one
claimed’. We dso need to distinguish between protocols providing unilateral authentication
and mutual authentication. Unilateral authentication is ‘entity authentication which provides
one entity with asaurance of the other’ sidentity but not viceversa and Mutua authentication
is ‘entity authentication which provides both entities with assurance of each other’s identity’.

Entity authentication can only be atieved for asingle instant in time.

Typically, a mutual authentication protocol is used at the start of a wnnedion between
communicaing entities. If seaurity (e.g. confidentiality, integrity) is required for information
subsequently exchanged duing the life of the conrection, then other cryptographic
mechanisms will need to be used, e.g. encipherment or the use of Message Authentication
Codes (MACs), to protect that data. The keys nealed for these ayptographic operations can
be aread and/or exchanged as part of the authentication protocol, and so one goplication of
entity authentication is ‘authenticated session key establishment’. Other applications exists
which are not diredly related to session key exchange, including secure clock

synchronisation, secure RPC (remote procedure call), and seaure transactions.

9.2 Mechanisms und erlying authentication protocols

Authentication protocols require the use of a cmbination of either shared secrets (keys or
passvords) or signature/verificaion key pairs, and accompanying cryptographic medanisms.
These ae used to ensure that the recipient of a protocol message knows where it has come
from (origin checking), that it has not been interfered with (integrity checking). Note that
cryptographic medhanisms (by themselves) cannot provide freshness checking, i.e. the

verification that a protocol message is nat simply areplay of a previously transmitted (valid)
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protocol message, protected using a currently valid key. We mnsider the provision of

freshnessverification later.

A variety of different types of cryptographic mechanism can be used to provide integrity and
origin cheding for individual protocol messages. We consider three main passihilities:
encipherment, integrity medchanism (MAC), and digital signature. The use of MACs and
digital signatures and MACs for integrity protection of messages is standard pradice;
however the use of encipherment for this purpose is much lessstraightforward, and hence we

discussthis alittle more before proceeding.

To protect a message in a protocol, the sender enciphers it with a seaet key shared with the
recipient. The recipient can then verify the origin of the message using the following process.
The recipient first deciphers the message and checks that it ‘makes snse’; if thisis the case
then the recipient reasons that it must therefore have been enciphered using the mrrect seaet
key, and since only the genuine sender knows this key, it must therefore have been sent by the
claimed ariginator. This reasoning makes a number of assumptions about the nature of the
encipherment algorithm and the caabilities of the recipient. First and foremost, if this
processis to be performed automatically by a computer (as we would expect), then we need
to define what ‘ makes nse’ means for a ammputer, espedally as the contents of the message

might include random sesson keys and random ‘ challenges'.

We are aso assuming that an interceptor cannot manipulate an enciphered message (without
knowledge of the key used to encipher it) in such a way that it still ‘makes snse’ after
dedpherment. This constrains the type of encipherment algorithm that is suitable for use in
this application; for example, stream ciphers are usualy unsuitable for use & part of an
authentication protocol. The usual solution to this problem is the aldition of deliberate
‘redundancy’ (according to some agreead formula) to the message prior to encipherment. The
presence of this redundancy can then be aitomatically chedked by the recipient of the
message (after dedpherment). One coommon method d adding redundancy to a message isto

cdculate aManipulation Detection Code (MDC), a sort of chedsum dependent on the entire
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message, and append it to the message prior to encipherment. The MDC calculation function

will typically be apublic function.

9.3 Classifying authentication protocols

One way of classifying authentication protocols is by the type of cryptographic medchanism
they use. Thisis the gproac followed by ISO/IEC 9798. However, it is aso possble to
classify authentication protocols by the ‘freshness checking medianism they use. As we
have dready briefly noted, providing origin and integrity checking for protocol messages is
nat al that is required. We dso need a means of chedking the ‘freshness of protocol
messages to protect against replays of messages from previous valid exchanges. There ae

two main methods of providing freshnesschedking:

* theuse of time-stamps (either clock-based o ‘logica’ time-stamps),

e theuse of norces or challenges.

9.3.1 Timestamp-based protocols

Clealy the inclusion of a date/time stamp in a message enables the recipient of a message to
ched it for freshness, as long as the time-stamp is protected by cryptographic means.
However, in order for this to operate successfully all entities must be equipped with securely
synchronised clocks. It is nontrivial to provide such clocks, sincethe clock drift of atypica

work-station can be 1-2 seconds/day.

Every entity receiving protocol messages will need to define atime accetance ‘window’
either side of their current clock value. A received message will then be accepted as ‘fresh’ if
and anly if it falls within this window. This acceptance window is needed for two main

reasons:

e clocks vary continuausly, and hence no two clocks will be precisely synchronised, except

perhaps at some instant in time, and
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e messages take time to propagate from one machine to another, and this time will vary

unpredictably.

The use of an acceptance window is itself a possible seaurity wegkness since it alows for
undetedable replays of messages for a period of time up to the length of the window. To
avert this threat requires each entity to store a‘log’ of all recently received messages,
specificaly all messages received within the last t seconds, where t is the length o the
acceptancewindow. Any newly received message is then compared with al the entriesin the

log, andif it isthe same & any of them then it isrejeded as areplay.

Anather problem asciated with the use of time-stamps is the question d how synchronised
clocks dhould be provided. One solution is to use an authentication protocol not based on
time-stamps (e.g. norce-based) at regular intervals to distribute amaster clock value which is
then used to update each entity’sindividual clock. Anacther solutionisfor all entities to have
reliable acessto an accurate time source (e.g. a nationa radio broadcast time such as the

Rugby time signal).

One dternative to the use of clocks is for every pair of communicaing entities to store apair
of sequence numbers, which are used only in communicaions between that pair. For
example, for communications between A and B, A must maintain two counters: Nag and Nga
(B will dso need to maintain two courters for A). Every time A sends B a message, the value
of Nag isincluded in the message, and at the same time Nag is incremented by A. Every time
A receives a message from B, then the sequence number put into the message by B (N say) is

compared with Nga (as dored by A), and:
e if N> Ngathen the messageis accepted as fresh, and Nga isreset to equal N,
e if N< Ngathen the messageisrgected asan ‘old’ message.

These sequence numbers take the role of what are known as logical time-stamps, a well-

known concept in the theory of Distributed Systems, following (Lamport, 1978).
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9.3.2 Nonce-based protocols

Nonce-based (or challenge-response) protocols use a quite different mechanism to provide
freshness cheding. One party, A say, sends the other party, B say, a honce (Number used
ONCE) as a challenge. B then includes this nonce in the response to A. Because the nonce
has never been used before, at least within the lifetime of the current key, A can verify the
‘freshness’ of B's resporee (given that message integrity is provided by some ayptographic
mechanism). Note that it is always up to A, the nonce provider, to ensure that the doice of

norceis appropriate, i.e. that it has not been used before.

The main property required of a norce is the ‘one-time’ property. Thus, if that is al that is
ever required, A could ensure it by kegping asingle aunter and whenever anorceis required,
for use with any other party, the arrent counter value is used (and the unter is
incremented). However, in arder to prevent a specia type of attack, many protocols aso need
norces to be unpredictable to any third party. Hence norces are typically chosen at random
from a set sufficiently large to mean that the probability of the same nornce being used twiceis

effedively zero.

9.4 Example protocols

We now consider a variety of examples of authentication protocols taken from parts 2, 3and

4 of ISO/IEC 9798. We give examples based onboth types of freshnessmedanism.

9.4.1 A unilateral authentication protocol using timestamps and encipherment

The first example can be foundin clause 5.11 of ISO/IEC 9798-2. It is based on the use of
time-stamps (for freshness) and encipherment (for origin and integrity cheding). It provides
unilateral authentication (B can check A’'s identity, but not vice versa). In the messge

description (here and subsequently) we use the following notation:

e X||y denatesthe aoncatenation of dataitemsx andy,
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* Textl and Text2 are data strings, whose use will depend on the gplicaion of the

protocol,

* Kag denotes a secret key shared by A and B,

* eKxp denates encryption using the shared secret key Kag, and

e T denates atime-stamp (or sequence number) generated by A.

The mechanism has one message pass as follows:

A - B: Text2 || exas( Ta |l B || Textl)

When B receives the message from A, B dedphers the enciphered string, and chedks that the
dedphered message ‘makes snse’ (has the gpropriate redundancy), that the time-stamp is
within its current window (and, using its ‘log’, that a similar message has not recently been
reacived), and that B's name is corredly included. If all three cheds are arrect, then B
accets Aasvalid. Use of the data strings ‘ Text1l' and‘ Text2' will depend on the goplication
domain (‘ Textl’ might, for example, be used for sesson key transfer). Either or both of these

strings may be omitted.

9.4.2 A unilateral authentication protocol using nonces and MACs

This example can be foundin clause 5.1.2 d ISO/IEC 9798-4. It is based on the use of
norces (for freshness) and a data integrity medchanism (for origin and integrity cheding). It
provides unilateral authentication (B can chedk A's identity, bu not vice versa). In the
message descriptions we use the following notation (in addition to that defined for the first

example):

» Textl, Text2 and Text3 are data strings, whaose use will depend on the gplication of the

protocol,

« fKag denotes a ayptographic check value (the output of a data integrity medanism)

computed using the shared seaet key Kag,
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* Rg denotesarandam norce generated by B.
The mechanism has two message passes, as follows:
B - A Rgl Textl
A = B: Text3 || fuas( Rs || B || Text2)

When B sends the first message, B stores the nonce Rs. When B receives the second message,
B first assembles the string Rg|[B|[Text2, then computes fKas(Rs||B|[Text2) using the shared
seaet Kag, and finaly checks that the newly computed value arees with the one in the
message. If the ched is correct, then B acoepts A as valid. Note that, in order for B to
perform the desired ched, B must have the means to oltain the data string ‘ Text2'. One

possibility isthat Text3 contains a apy of Text2, perhapsin an enciphered form.

9.4.3 A mutual authentication protocol using nonces and encipherment

This example can be foundin clause 5.2.2 d ISO/IEC 9798-2. It is based on the use of
norces (for freshness) and encipherment (for origin and integrity checking). It provides
mutual authentication (B can chedk A’s identity and vice versa). In the message descriptions

we use the following notation (in additionto that defined for previous examples):
» Textl-Text5 are data strings, whose use will depend onthe application of the protocol,
* RaandRg denote random norces generated by A and B respedively.
The mechanism has three message passes, asfollows:
B - A Rgl Textl
A - B: Text3 || exas( Ra || R || B || Text2)
B — A Text5 || exas( Rs || Ra || Text4)

When B sends the first message, B stores the nonce Rs. When A sends the second message, A
stores the nonces Ry and Rs. When B receives the third message, B deciphers the enciphered

string and chedks that the deciphered message ‘makes ®nse’ (has the @propriate
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redundancy), that the nonce it includes is the one B sent in the first message, and that B's
name is correctly included. If all chedks are wrrect, then B accepts A as valid, and sends the
third message. When A recaeives the third message, A deciphers the enciphered string and
chedks that the deciphered message ‘ makes snse' (has the gopropriate redundancy), and that
the nonces it includes are the expeded ones. If both chedks are correct, then A accepts B as

valid.

9.4.4 A mutual authentication protocol using timestamps and MACs

This example can be foundin clause 5.2.1 d ISO/IEC 9798-4. It is based onthe use of time-
stamps (for freshnesg and an integrity mechanism (for origin and integrity chedking). It
provides mutual authentication (B can check A's identity and vice versa). In the message

descriptions we use the following notation (in addition to that defined for previous examples):
» Textl-Text4 are data strings, whose use will depend onthe application,
e TaandTg denate time-stamps (or sequence numbers) generated by A and B respectively.
The mechanism has two message passes, as follows:

A - B: Ta| Text2 || fuas( Ta || B || Textl)

B - A Tg| Text4 || fkas( Ts || A || Text3)

When B receives the first message, B first assemblesthe string T,|[BJ[Text1 and then computes
fKas(Ta|B|[Textl), using the shared secret Kas. B chedks that the time-stamp T, is within its
current window (and, wsing its ‘log’, that a similar message has not recently been received),
and that the newly computed chedk value ajrees with the one in the message. If the dchecks
are correct, then B acapts A as valid and sends the second message. When A receives it, A
first assembles the string Tg||A|[Text3 and then computes fKag(Ts|JA|Text3), using the shared
seaet Kas. A chedks that the time-stamp Tg is within its current window (and, wsing its ‘log’,
that a similar message has not recently been received), and that the newly computed ched

value ggreeswith the onein the message. If the chedks are mrred, then A accepts B asvalid.
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Note that, in order for A and B to perform their cheds, A and B must have the means to
obtain the data strings Text3 and Textl respectively. One possbility is that Text4 (Text2)

contains a apy of Text3 (Textl), perhapsin enciphered form.

9.45 A mutual authentication protocol using timestamps and signatures

This example can be foundin clause 5.2.1 d ISO/IEC 979B-3. It is based onthe use of time-
stamps (for freshnesg and digital signature (for origin and integrity cheding). It provides
mutual authentication (B can chedk A’s identity and vice versa). In the message descriptions

we use the following notation (in addition to that defined for previous examples):

e Siand S arethe private signature keys of A and B respectively.

e sS, denatesthe signature function computed using private key Sh.

The mechanism has two message passes, as follows:

A = B: Ta||B|| Text2 || sSy( Ta || B || Textl)

B A Tg||A|lText4 || sSs( Ts || A || Text3)

When B receives the first message, B first checks that the time-stamp Ta is within its current
window (and, wing its ‘log’, that a similar message has not recently been receved). B then
asembles the string Ta|[B|[Textl and checks that the signature is a valid signature on this
string, using a wpy of A’'s public verification key. If the dhedks are rrect, then B accepts A
as valid and sends the second message. When A receivesit, A first checks that Tg is withinits
current window (and, wsing its ‘log’, that a similar message has not recently been received),
and then assembles the string Tg||A|[Text3 and checks that the signature is a valid signature on

this gring. If the dhedks are @rrect, then A accepts B asvalid.

Note that, in order for A and B to perform their cheds, A and B must have the means to
obtain the data strings Text3 and Textl respectively. One possbility is that Text4 (Text2)

contains a apy of Text3 (Textl), perhapsin enciphered form.
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9.4.6 A mutual authentication protocol using nonces and signatures

This example can be foundin clause 5.2.2 d ISO/IEC 9798-3. It is based on the use of
norces (for freshness) and digital signature (for origin and integrity cheding). It provides
mutual authentication (B can chedk A’sidentity and vice versa). We use identical notation to

the previous examples. The medhanism has threemessage passes, as foll ows:

B - A Rg|| Textl

A - B Ra|IRs||B[Text3 || sS((Ra||Re || B || Text2)

B~ A Re||Ra|[A[Text5 || sSs( Re || Ra || Al Text4)

When B sends the first message, B stores the nonce Rs. When A sends the second message, A
stores the nonces Ry and Rs. When B reasives the second message, B first assembles the
string Ra||Rs|[B|[Text2, and then chedks that the signature is a valid signature on this string
(using a wpy of A's public verification key). If the ched is correct, then B accepts A as valid
and sends the third message. When A receives it, A aseembles the string Rg|[Ra||A|[T ext4 and
checks that the signature is a valid signature on this dring. If the ched is correct, then A

accets B asvalid.

Note that, in order for A and B to perform their cheds, A and B must have the means to
obtain the data strings Text4 and Text2 respectively. One possbility is that Text5 (Text3)

contains a apy of Text4 (Text2), perhapsin enciphered form.

9.5 Comparing different approaches

We now briefly consider the relative merits of time-stamps and norces for freshness

cheding. Time-stamps have the following advantages with respect to nances:

e time-stamp based protocols typicdly contain less messages then nonce-based protocols

(typically onelesy,

» time-stamp based protocolsfit well to the client-server model of computing (e.g. RPC).
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Themain dsadvantages of time-stamp based protocols are as follows:

« there is a nead to maintain either synchronised clocks (and a log of recently received

messages) or sequence number pairs (if logical time-stamps are used),

« problemsarise in securely linking the messages of the protocol together.

The need for this latter property depends on the goplicaion o the authentication protocol. If
the protocol is used for time synchronisation, or database query protedion, then linking of a
‘request’ message to a ‘resporse’ message is needed (to prevent a malicious interceptor
‘shuffling’ responses to requests isaued within a short time of one another). To address this

problem, time-stamp protocols can use a‘transaction 1D’ to seaurely link arequest to areply.

Note that, because of the many problems that have been encountered with authentication
protocols in the past, a variety of various ‘logics of authentication’ have been propcsed. The
purposes of these logics is to provide aframework to reason formally abou the ‘ soundress
(or otherwise) of candidate protocols. The most cdebrated example isthe BAN Logic (names
after itsinventors. Burrows, Abadi and Needham). The BAN logic actualy makes it passible

to reason about one particular applicaion d authentication, remely key distribution.

9.6 Keying requirements for authentication protocols

Aswe have dready noted, amost al authentication protocols use either shared secret keys, or
pulic/private key pairs (for digital signatures). More specificdly, protocols based on
symmetric cryptography (either ‘symmetric’ encipherment or data integrity mecdanism) make
use of a shared secret between A and B. Digital signature based protocols need A and B to

have atrusted copy of each ather’s verification key.

We start by considering the keying requirements for symmetric (secret key) cryptography
based protocals, i.e. where A and B nedd to share asecret key. Of course, if A and B already
share aseaet key, then there is no problem. We therefore suppose that A and B want to
engage in an authentication protocol but they do rot yet share aseaet key. To provide the

required shared secret key we assume that there is atrusted third party (TTP) with whom baoth
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A and B share aseaet. The (online) TTP co-operates to enable A and B to authenticate one
ancther. This process requires more elaborate protocols. Two examples of such protocols
can be found in ISO/IEC 97%8-2 (1SO, 1994h althowgh we do rot explore them further here.

Further examples are provided in ISO/IEC 117702 (1SO, 199&).

When using public key cryptographic techniques guch as digital signatures, thereis a need for
a means to distribute trusted copies of user public keys instead of shared secrets. Public
verification keys can be certified by applying the digital signature of a Trusted Third Party
(TTP). The result (i.e. a public key, an entity name, an expiry date, and the signature of a
TTP on these threeitems) is called a public key certificate. In order to dbtain a verified copy
of a user’s public key, ore first obtains a py of their public key certificae. To verify a
cetificate signed by a TTP requires a trusted copy of TTP's public verification key (this

could typically be obtained by auser at the time the user’ s own certificate is generated).

If two entities have certificates signed by different TTPs, then a cross-certificate is neaded
(i.e. one acopy of one TTP's public verificaion key signed by the other TTP). Thisleads to
the notion of certification pahs, i.e. sequences of crosscetificates with the subject of one

certificate being the signer of the next cetificate in the sequence

9.7 Applications

One very important applicdion of authentication protocols is during conrection
establishment. An authentication protocol can be used to set up session key(s) to protect data
which is transferred during the lifetime of the connection. Keys can be transferred by
inclusion in the data string elements of protocol messages. Parts 2 and 3 of the key
management standard, ISO/IEC 11770(1SO, 199&) and (ISO, 1999) contain examples of

how this can be adieved.
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10  Non-repudiation

10.1 Introdu ction

A multi-part standard (ISO/IEC 13888 on mechanisms for the provision of nonrepudiation
services has recently been completed. This overlaps to some extent with the work on dgital

signatures, sincedigital signatures can be used to provide nonrepudation services.

The nonrepudation standards seek arather wider scope, with ISO/IEC 1388-1 (1SO, 19974
giving a general model for the provision d non-repudation, including a discussion of the role
of the trusted third party. ISO/IEC 138882 (ISO, 199&) discusses the provison d non
repudiation services using symmetric cryptographic techniques. Such schemes require the
ontline involvement of a trusted third party or Notary. 1SO/IEC 1388-3 (1SO, 199%)
covering asymmetric cryptography, is concerned with haw digital signature techniques can be

used to provide these types of service

10.2 ISO/IEC 13888-1

ISO/IEC 138881 (1SO, 19974 provides a high-level discussion of the ways in which non
repudiation services can be provided. Amongst other topics, the roles of TTPs and the use of
tokens are discussed. A total of eight nornrrepudation services are defined; amongst them are

the following four services which are likely to be the most important.

* Non-repudiation of origin, protects against the message originator falsely denying having

sent the message.

e Nonrepudiation of submisson, protects against a message delivery authority fasely

denying acceptance of the message from the originator.

e Nonrepudiation of transport, protects against a messge delivery authority falsely

denying delivery of the message to the recipient.
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e Nonrepudiation of delivery, protects against the message recipient falsely denying

receipt of the message.

Each of these servicesis provided by giving evidenceto the party being gven protection. For
the above four services, evidence is provided to the message recipient for service 1, and to the

message originator for services 2, 3and 4.

10.3 ISO/IEC 13888-2

ISO/IEC 138882 (1SO, 199&) describes a set of medhanisms for providing a variety of nor
repudiation services using a combination of symmetric cryptography and a Trusted Third

Party. Possible non-repudation services covered by these mechanisms include:

e nonrepudiation of origin - a servicewhich protects against an originator’s false denia of

being the originator of the message, and

e nonrepudiation of delivery - a servicewhich protects against aredpient’s false denia of

having recasived the message.
We describe one TTP-based medhanism for providing non-repudation of origin.

Suppase atity A isto send a message mto entity B, and suppose also that A and B both trust a
Trusted Third Party TTP. Suppcse aso that A has identity 1D,, and B has identity IDg. We
also suppose that fi (D) is a MAC computed on data D using the key k, A and TTP share a
seaet key a, B and TTP share asecret key b, the TTP possesses a seaet key x, h is a hash-
function, and z denotes a string of data items including 1Da, 1Dg, IDrrp, @ timestamp, and

h(m).

The mechanism has five message passes, as follows:

1. A-TTP: z||fa(2

2. TP - A z||1(2) 1T 211 <(2))

3. AL B: m|| z|| f«(2)
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4. B~ TTP: z[|f(2) [Ifu( 2|l 1x(2))

5. TTP - B: PON|[z[|f(2) [|fo( PON ||z T(2))

where PON is one bit (Positive or Negative) indicating whether or not the nonrepudation

informationisvalid.

After receiving the fina message, B retains the string z || f(2) as evidence that A redly did
send message mto B. This evidence can be verified by the TTP at any later stage, using the

TTPS seaet key x (andthe TTP does not need to retain arecord of the transaction).

10.4 ISO/IEC 13888-3

ISO/IEC 138883 (1SO, 199°%) describes how to construct and use digitally signed tokens to
provide various non-repudation services. For example, anonrepudation of delivery token is

defined as the recipient’ s sgnature on a data string containing the following data items:
I Doriginator, I Drec|p|ent, atl meﬂamp, and a ha§1 Of the meswe-

To provide the nonrepudation of delivery service, the message recipient will be required to

provide anonrepudation d delivery token upan request by the message originator.

An informative annex to ISO/IEC 1388-3 describes the use of a TTP to provide a time-
stamping service. Such aserviceinvolves a TTP adding a timestamp and its sgnature to data
provided by arequester. This data wuld be aprevioudy signed nonrepudiation token. The
use of such atime-stamping serviceis vital if signatures, and hence nonrepudation tokens,
are to have long term validity. The aldition of a Trusted Third Party timestamp protects
against subsequent revocaion and/or expiry of the private key used to sign the non-

repudiation token.
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11 Key management

11.1 Introdu ction

We now consider the multi-part 1ISO/IEC standard concerned with key management, namely
ISO/IEC 11770. We divide our discussioninto threeparts, correspording to the three parts of

ISO/IEC 11770

e Part 1 - Key management framework (1SO, 1996 under which heading we cnsider

basic definitions and concepts,

e Part 2 - Mechanisms using symmetric techniques (ISO, 199&) i.e. mechanisms for

distributing keys using symmetric cryptographic techniques,

e Part 3 - Medhanisms using symmetric techniques (ISO, 1999) i.e. mechanisms for

digtributing keys (for both symmetric and asymmetric dgorithms) using asymmetric
cryptography.

The earliest key management standards work was gdarted in the early 198G by the ANS|
banking standards community. It has resulted in a series of important banking key
management standards (e.g. X9.17-1985,X9.24, X9.28,X9.30 and X9.31). This work was
then taken up ly 1SO TC68, the banking standards committeefor 1SO, and hes resulted in a
series of pardlel 1SO standards, e.g. 1ISO 8732 for wholesae key management (based on
X9.17), ISO 11568for retail key management, 1SO 11649 (based onX9.28), and ISO 11166
(a multi-part standard covering key management using asymmetric dgorithms completed in
1994, and related to X9.30 and X9.31). More recantly SC27 has developed a generic key

management multi-part standard: 1SO/IEC 11770.

The ISO/IEC JTC1/SC27 work has primarily focussed on key establishment mechanisms,
athough 117701 is the Key Management Framework, containing general advice and good
practice on key management, and which is distantly related to ISO/IEC 10181,the multi -part

seaurity frameworks dandard (1SO, 1996G). ISO/IEC 1177062 contains key distribution
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mechanisms based on the use of symmetric (conventional) cryptography, and ISO/IEC

117703 contains key distribution/agreement mechanisms based on asymmetric cryptography.

11.2 Key management framework

ISO/IEC 117701 (I1SO, 19961 covers the following main topics.

A list of definitions relevant to key management.
Methods for key protection and a definition of the key ‘lifecycle’.

Key management ‘concepts’, covering: key generation, registration, certification,
digribution, installation, storage, derivation, archiving, revocation, de-registration, and

destruction.
Modesfor key distribution.

A series of appendices covering: Threas to key management, Key Management
Information Objects (an ASN.1 definition for a data structure cntaining key(s) and

asciated information), Types of keys, and Certificate li fegycle management.

Some of the most important ISO/IEC 11770 a@finitions (mostly but not exclusively contained

in Part 1) are asfollows.

certification authority (CA) — a centre trusted to create and assign public key certificates.

Optionally, the CA may crede and assign keys to the antities.

implicit key authentication to A — the asurance for one entity A that only another

identified entity can posshly bein passession of the @rrect key.
key—a sequence of symbals that controls the operation of a ayptographic transformation.

keyagreament —the process of establi shing a shared secret key between entitiesin such a
way that neither of them can predetermine the value of that key. [This means that neither

entity has key control ]
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* key onfirmation — the asurance for one entity that ancther identified entity is in

possesson of the aorrect key.

» key ontrol —the aility to chocse the key, or the parameters used in the key computation.

* keydigribution centre (KDC) — an entity trusted to generate or acquire, and distribute

keysto entities that share akey with the KDC.

» keyestablishment — the process of making avail able ashared secret key to ore or more

entities. Key establishment includes key agreement and key transport.

» keytrandation centre (KTC) — an entity trusted to translate keys between entities that

eadt share akey withthe KTC.

» keytransport —the processof transferring a key from one antity to ancther entity, suitably

proteded.

e private key— that key of an entity’s asymmetric key pair which shoud only be used by

that entity. [A private key shoud not normally be disclosed.]

e pubic key—that key of an entity’s asymmetric key pair which can be made public.

* seaet key—akey used with symmetric cryptographic techniques and usable only by a set

of spedfied entities.

Keys are typicdly organised in key hierarchies. Keysin ore level of the hierarchy may only
be used to protect keysin the next level down in the hierarchy. Only keys in the lowest level
of the hierarchy are used directly to provide data seaurity services. This hierarchical approach
allows the use of each key to be limited, thus limiting exposure and making attadks more
difficult. For example, the compromise of a single session key (i.e. akey at the lowest level
of the hierarchy) only compromises the information proteded by that key. The key at the top
level of the hierarchy is referred to as the master key. Disclosure of a master key will

patentially enable the possessor to discover or manipulate dl other keys protected hy it (i.e.
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al keysin that particular hierarchy). It istherefore desirable to minimise acessto this key,

perhaps by arranging that no single user has accessto its value.

11.3 Certificate management

Annex D of ISO/IEC 117702 (1SO, 199&) contains a detailed discussion d certificate
lifegycle management. This discussion covers the role of the Certification Authority (CA),
the ‘certification process (covering the relationships between the main entities involved in
the generation and management of certificates), distribution and use of certificates,

certification paths, and certificate revocation.

A pulic key certificate is a list of data items associated with a particular user, including the
pulic key(s) of that user, all signed by a Certification Authority. Every user will subscribe to
aparticular CA, and passess a (trusted) copy of the verification key for that CA; they are thus
able to verify cetificates generated by that CA. Information in a certificate will typically

include:

» the name of the user,

e anexpiry date (or, more generally, a period of validity),
e aserial number,

e one or more public key(s) belonging to the user,

» theagorithm identifier(s) for the pulic key(s),

information regarding the seaurity palicy under which this certificae has been creded.

Various standards exist for the structure of a cetificate. Most important is ITU-T
recommendation X.500 (ITU, 199) and the mrrespording ISO/IEC standard: ISO/IEC 9594
8 (1SO, 199%). Recent revisions to these standards (which enable policy information to be
included in these ‘standard’ certificates), have resulted in the ‘Version 3' X.509 ceatificate

format.
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The CA is trusted by its subscribers for the purposes of cetificate generation. The CA is
responsible for identifying the entities whase public key information isto be incorporated into
a cetificate, ensuring the quality of the CA’s own key pair used for generating certificates,
and securing the cetificate generation process and the private key used in the catificate

generation process

One issue of major importance not addressed in ISO/IEC 117701 concerns the situation
where a user generates his’her own asymmetric key pair, and then requests the CA to generate
a catificate for his’her public key. It is generaly considered good pacticefor the CA to ask
the user to provide asaurance that the user possesses the private key corresponding to the
pulic key offered for signature (e.g. in the cae of a signature key by signing a date-stamped
statement to this effect, which the CA can then verify using the offered public key). Such a
procedure can avoid one user claiming to possess ancther user’s key pair, with uncesirable

consequences in certain situations.

Certificates may be revoked before their scheduled date of expiry by theissuing CA. Possible
reasons include: key compromise, request for cancellation by an entity, termination d the
entity, etc. Thus there neads to be ameans to inform all relevant users that an apparently
valid certificate is no longer valid. This is typically done by means of a Certificate
Rewocation List (CRL). A CRL is atime-stamped list of seria numbers or other certificate
identifiers for those certificates which have been revoked by a particular CA. The CRL is
signed by the relevant CA. Updates should be issued at regular intervals, even if the list has
nat changed (thus enabling users possessing a CRL to chedk that it isthe airrent one). Means

need to be provided for the effective and timely distribution of CRLs.

11.4 Key establishment using symmetric techniques

ISO/IEC 117732 (1SO, 199&) defines key establishment mechanisms using symmetric

cryptographic techniques (mainly using symmetric encipherment but also using cryptographic
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ched functions). The text is primarily, bu not exclusively, based on using authentication

protocols from ISO/IEC 9798-2 (1SO, 19941 for key distribution.

ISO/IEC 1177062 includes 13 ‘key establishment medhanisms’ for:

e session key distribution between a pair of entities with a pre-established shared ‘ master
key’,
e key distribution between a pair of parties employing a trusted third party acting as a Key

Distribution Centre, and

e key distribution between a pair of parties employing a trusted third party acting as a Key

Trand ation Centre.

We mnsider four representative examples. In these examples we use the following notation.

* AandB are the two entities wishing to establish a new secret key.

e &(X) denotes encipherment of data block X using secret key K (note that the
encipherment technique is not spedfied). Note that the excipherment technique is
asumed to provide data integrity and aigin authentication. Hence it is implicit that an

MDC or MAC will be computed onthe data and appended to the data prior to encryption.

* X||Y denotes the ancatenation of dataitems X and Y, in the order specified.

11.4.1 Authenticated key establishment using timestamps and encipherment

For this mechanism to be usable, entities A and B must alrealy share asecret key KAB. A and
B must also maintain synchronised clocks or sequence numbers. This medhanism is based on
the one-pass(unilateral) authentication mechanism given in ISO/IEC 9798-2, Clause 5.1.1. It
provides unilateral authentication of A to B, and implicit key authenticationto A. A chooses

the key and therefore has key control.

The mechanism has one message pass.

A - B: eus( TIN || B||F || Textl)
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T/N denotes either atimestamp T or a sequence number N, B denates the distinguishing name
of B, and F contains keying material. On receipt of the message, B deciphers the enciphered
part, and then checks for the presence of its identifier and the correctness of the

timestamp/sequence number. The key established between A and B is contained in F.

11.4.2 Authenticated key establishment using nonces and encipherment

Medhanism 6 (a nomnce-based key distribution mechanism) is derived from the 3-pass
authentication grotocol in Clause 5.2.2 d ISO/IEC 97982. To use this mechanism, A and B
must share asecret key KAB. It provides mutual authentication between A and B. In the

most general version d itsuse, noindividual entity has key control.

The mechanism has three message passes.

B-A Rs

A - B exms(RallRs|IB| FallTextl)

B~ A ans(RellRallFs |l Text2)

Ra and R are (unpredictable) nonces. F, and Fg contain keying material. A and B calculate
their new shared key as a function of the keying material F5 and Fg. The standard permits
either F4 or Fg to be null; however if both F, and Fg are used, then the properties required for

the function used to combine them mean that neither entity has key control.

11.4.3 TTP-aided authenticated key establishment using nonces

Medhanism 9 (a norce-based key distribution mechanism) is based on the 5-pass
authentication protocol in clause 6.2 of ISO/IEC 9798-2. Note that, in this protocol, T isa
third party (a KDC) trusted by both A and B. Moreover T shares the secret keys KAT and
KBT with A and B respedively. The medhanism provides mutual authentication between A

andB. The KDC has key @ntrol.

The mechanism has five message passes:
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B-oA R

AT RiRalB

T— A awr (RallFIIBITextl) [lesr (Rs [IF | Al Text2)
A~ B: exer (RollF [ Al Text2) || ex( RallRs || Text3)
B A eRellRallText4)

K isthe new shared key generated by T, andit is contained in the keying material field F. Ra,

Rs and R 4 are nonces.

11.4.4 TTP-aided authenticated key establishment using timestamps

Mecdhanism 12 (a timestamp-based key distribution mechanism) is based on, bu is not fully
compatible with, the 4-pass authentication protocol in clause 6.1 of ISO/IEC 97982. Note
that, in this protocol, T is athird party (a KTC) trusted by both A and B. Moreover T shares
the secret keys KAT and KBT with A and B respectively. T, A and B must also maintain
synchronised clocks or sequence numbers. The medianism provides mutua authentication

between A and B. Entity A has key control.

The mechanism has four message pass:
A - T e (TVRA|[B|F || Textl)
T~ A aar(TVPA||B || Text2) || exer ( Tr/Nr || F [|A]| Text3)
A - B et (T/Nr||[F[|A]| Text3) [[ex( TA/Na || B || Text4)
B - A e(Te/Ng|A||Text5)

TVP, isatime variant parameter (randam number, timestamp or sequence number) chaosen by
A and wsed by A to match the resporse from T with the request to T (it is not checked by T).
Tx/Nx denates either atimestamp Tx or a sequence number Ny generated by entity X. K isthe

new shared key generated by A, andit is contained in the keying material field F.
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115 Key establishment using asymmetric techniques

ISO/IEC 1177083 (1SO, 1999) defines key establi shment mechanisms based on asymmetric
cryptographic tedhniques. It provides medhanisms using asymmetric techniques to agree a
shared secret key between two entities (seven key agreement medhanisms), transport a secret
key from one entity to another (six key transport mechanisms), and make an entity's pulic
key available to ather entities in a verifiable way (three public key transport mechanisms).
The first two types of mecdhanism include uses of some of the protocols defined in 1ISO/IEC
97983 (1SO, 1998h but also include avariety of other asymmetric techniques (e.g. Diffie-

Hellman key exchange). Thethird type of mecdhanism includes the use of certificates.

The seven key agreement medhanisms ecified in ISO/IEC 11770-3 al make use of a
‘mathematical context’, which essentially means the pre-agreament by the relevant parties (A
and B) of a readily computed function F with certain very specia properties. More

specifically:
F: HxG = G,
where G and H are sets. F satisfies:
e F(h F(n,g)=F(h, F(h, g)) for every h, " 0 H andevery g0 G, and

e Given F(h, g), F(h', g) and g it is computationally infeasible to find F(h, F(h', g)).

Amongst other things thisimpliesthat F(-,g) is one-way, for every g.
A and B must share acommon element g [0 G (which may be pulic).

One eample of a candidate for F provided in ISO/IEC 117703 is the discrete logarithm
medhanism which undelies Diffie-Hellman key exchange, namely: G = Z, (the integers
moduo p for some primep), H={ 1, 2, ... p-2}, gisaprimitive dement from Z,, and F( h,

g) = g"modp. Notethat,, on this case, the prime number p needs to be chosen with care.
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115.1 Key agreement with mutual implicit key authentication

Thisexampleis gecified in ISO/IEC 11770-3 as ‘Key agreanent mechanism 5'. If entities A

and B wish to use this medhanism to establi sh a new shared secret key, then:

e entity A must have aprivate key ha 0 H known only to A and a public key pa = F(ha, 9)

known to B,

e entity B must have aprivate key hg 0 H known only to B and a public key ps = F(hg, g)

known to A.

This mechanism provides mutual implicit key authentication, kut does not, however, alow A
and B to choose the value or form of Kag in advance, i.e. neither A nor B has key control.
Hence this mecdhanism is inappropriate for systems where the key neeals to have aspecial
form - in such a ase akey transport mechanism needs to be used. Prior to starting the
medchanism, A chooses a randam (secret) r, O H, and B chooses a randam (secret) rg [0 H.

The protocol issmply:

A - B: F(ra 0) || Textl

B - A F(rg, 0) || Text2

After receipt of the first message, B computes the shared seaet key as

Kag = W( F(hg, F(ra, 9)), F(re, pa) ),
and after receipt of the second message A computes the shared secret key as
Kas =W( F(ra pe), F(ha, F(r's, 9)) ),

where w denotes an (unspecified) commonly agreed ore-way function.

11.5.2 Key transport with mutual authentication

Transport Mechanism 5 (a nonce-based key transport medchanism) is based on the 3-pass

authentication protocol in clause 5.2.2 of ISO/IEC 9798-3. Note that, in this protocol:
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* A, B have signing/verification transform pairs (S,,Va) and (S,Vg) respectively. Both

parties must have acessto each aher’s public verification transformation.

« A, B have encrypt/decrypt transform pairs (Ea,Da) and (Ez,Dg) respectively. Both parties

must have accesto each ather’s public encipherment transformation.

The medhanism provides mutual authentication and qotional key confirmation to B. Two

keys are established (one transported in each direction).

The mechanism has three message passes.

A - B ra Textl

B A S(rellrallAllEA(B[IKe || Text2) || Text3) || Text4

A B S\(rallrellBlIEs(A|[Kall Text5) || Text6) || Text7

ra rg denote norces. The keys Ky and Kg are established between A and B. For key
confirmation to B, user A can include acheck-value mmputed onKg in Text6. Mutual key
control can be ahieved by combining the two keys K, and Kg using a one-way function,

yielding a key agreement medhanism.

12 Other standards

A multi-part standard specifying seaurity medianisms based on elliptic curves, 1SO/IEC

15946,is a an ealy stage of development.

e Part 1 contains mathematical badcground onelliptic curves.

e Part 2 coversdliptic curve signatures.

» Part 3 coversdliptic curve key establishment techniques.

A further new area for standardisation currently being investigated within SC27/WG2
concerns methods for key generation. Whilst thisis potentially an extremely important area

no substantive document exists as yet.
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